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1 Introduction

Volatility plays key roles in the theory and applications of asset pricing, optimal portfolio allocation, and risk management. This fact, together with the development of econometric tools for volatility analysis and empirical evidence for the predictability of the volatility of numerous financial markets, spurred the phenomenal growth of the volatility literature as well as the birth of an entire financial risk management industry during the last quarter century. It is well-documented by now that time-variation in financial market volatility is highly predictable but stochastic, hence volatility itself is volatile. This paper empirically investigates whether the volatility of the Japanese stock market volatility is predictably time-varying. The obtained empirical results indicate that it is indeed time-varying with some predictable component.

The pace of progress at the frontier of volatility research has had at least four notable upsurges. The first followed the invention of the ARCH model by Engle (1982) and led to the development of the first set of econometric procedures for the empirical analysis of time-varying volatility (see, e.g., Bollerslev et al. 1994), and our deeper understanding of the empirical properties, e.g., volatility clustering, leverage effects in volatility, and fat-tails, of many financial time series. The second wave centered around the stochastic volatility (SV) modeling, which capitalized on and often contributed in turn to the concurrent development in the Bayesian statistical analysis using the Markov chain Monte Carlo procedure (see, e.g., Shephard 2005). This paper mainly concerns modeling and forecasting of the volatility of the realized volatility, and is part of the currently continuing third upsurge involving realized volatility measures, which was ignited by the recent availability of intraday financial data collected near or at the tick-by-tick frequency and the need to harness such high-frequency data fraught with microstructure noise and apparent short-term seasonalties before the rich information contained can be tapped into. The seminal paper by Andersen and Bollerslev (1998) defined the sum of squared intraday returns as the realized volatility (RV) for the day, and proposed to use it as a proxy for the ex post realization of the daily volatility. The squared daily return, typically used as a measure of the ex-post daily volatility in earlier volatility prediction studies, is a very noisy, albeit unbiased, proxy for the conditional variance. On the other hand, under ideal conditions in the absence of microstructure effects, the RV not only is an unbiased and much less noisy measure of the conditional variance but also converges in probability to the integrated variance over the measurement period as the sampling frequency increases to infinity if the asset price follows a diffusion process. Hence, RV may be considered an almost observable measure of volatility. A further case for the RV can be made based on the work of Hansen and Lunde (2006) and Patton (2005), who showed how the use of noisy proxies for the ex-post volatility such as the squared daily return may lead to a choice of an inferior volatility prediction model.

In a milestone paper, Andersen et al. (2003) used a Gaussian fractional VAR model, i.e., vector-ARFIMA model with MA order zero, for directly modeling and forecasting several exchange rate RV series, building on earlier empirical investigations that had found long-range dependence and approximate normality of the daily log RV time series constructed from high-frequency intraday data of stock prices (e.g., Andersen et al. 2001a) and exchange rates (e.g., Andersen et al. 2001a). They provided compelling empirical evidence for the superiority in predictive accuracy of this direct daily RV modeling approach over the daily returns approach with short- or long-memory GARCH-type models. Earlier papers including Andersen et al. (1999), Blair et al. (2001) and Martens (2001) that explored
how to take advantage of intraday data within the GARCH framework also underlie the shift of the focus of the volatility literature to this approach. Ebens (1999) was also among the first to apply the ARFIMA model directly to RV time series. His ARFIMAX model for the RV of the DJIA index portfolio returns incorporated terms to capture the leverage effect, a well-documented stylized fact about equity returns. Koopman et al. (2005) conducted an extensive forecast performance comparison study of the ARFIMA model for the RV series of the S&P 100 stock index and the unobserved components RV (UC-RV) model of Barndorff-Nielsen and Shephard (2002) as well as more traditional GARCH-type and SV models based on daily returns and their implied-volatility-augmented versions, and reported that the ARFIMA model outperformed the other models although the performance of the UC-RV model was nearly as good.

Corsi (2004) proposed the heterogeneous autoregressive (HAR) model for the RV as an alternative to the ARFIMA model. The HAR-RV model employs a few predictor terms that are past daily RVs averaged over different horizons (typically a day, a week, and a month), and is capable of producing slow-decay patterns in autocorrelations exhibited by many RV series. Because of the ease in estimation and extendability of the baseline model, the HAR model has quickly become popular for modeling the dynamics of RV and other related volatility measures. Corsi et al. (2005), after finding strong conditional heteroskedasticity and non-Gaussianity in the ARFIMA and HAR residuals of the RV of the S&P 500 futures, introduced the HAR-GARCH-NIG model, which augments the basic HAR model with a GARCH volatility dynamic structure and NIG (normal inverse Gaussian) distributed standardized innovations. Subsequent papers by Bollerslev et al. (2005), Andersen et al. (2007a) among others also formulated the HAR errors as a GARCH process. Note that when the time series being modeled measures volatility, its volatility is related to the volatility of volatility of the primitive price process. The volatility of volatility of an asset price process is an important determinant of the tail property of the distribution of the asset’s return, precise modeling of which is crucial, for example, for managing the extreme risk of a portfolio involving the asset, or pricing and hedging of out-of-the-money options written on the asset. Furthermore, a suite of volatility options and futures at the Chicago Board of Options Exchange (CBOE) and the CBOE Futures Exchange (CFE) written on U.S. equity market volatility indices, as well as a variety of over-the-counter volatility derivatives on major indices around the world, have been traded actively in recent years. For each of these products, the underlying is itself some measure of market volatility. As far as these volatility derivative products are concerned, the volatility of volatility is a second-moment property, rather than a fourth-moment property, of each of the respective underlying processes, and hence potential payoffs to accurate volatility-of-volatility modeling may be substantial.

In this paper, we use the ARFIMA model with the GARCH(1,1) specification for the error term (ARFIMA-GARCH), to empirically investigate the dynamic behavior of the daily RV of the Nikkei 225 index, with a particular focus on the conditional variance of the RV. The Nikkei 225 is the most widely watched indicator of the overall moves of the Japanese stock market, one of the largest in the world in terms of capitalization and trading volume. Shibata (2004, 2008), Shibata and Watanabe (2004), Watanabe (2005), Watanabe and Sasaki (2006), Watanabe and Yamaguchi (2006) among others studied the RV of the Nikkei 225 index or index futures, and reported empirical findings similar to those obtained for other major markets. Although neither a volatility index calculated and disseminated on a real-time basis by a major financial organization nor an exchange-traded volatility derivative has been introduced for any of the Japanese equity indices, Japanese-equity-related volatility derivatives
have recently been traded actively over-the-counter. Several papers applied the ARFIMA-GARCH model to lower frequency macroeconomic and financial time series (e.g., Baillie et al. 1996b, Ling and Li 1997, Ooms and Doornik 1999), and a large number of papers in the RV literature employ the ARFIMA model without a conditionally heteroskedastic error specification to fit daily RV series (e.g., Oomen 2001, Giot and Laurent 2004 as well as those already referenced above). To the author’s knowledge, this paper is the first to apply the ARFIMA-GARCH model to RV time series. Although several recent RV studies used the HAR-GARCH in place of the ARFIMA-GARCH model primarily for ease of estimation, it is not difficult to estimate a low-order ARFIMA or ARFIMA-GARCH(1,1) model by the maximum likelihood estimator. One advantage of the ARFIMA model is that it has the fractional integration parameter explicitly incorporated into the model, allowing one to estimate it jointly with the other parameters, a feature not shared by the HAR model, which is not formally a long-memory model.

Another notable recent development in the RV literature is the approach due to Barndorff-Nielsen and Shephard (2004, 2006) of decomposing the RV into the contribution of continuous sample path variation and that of jumps. Extending the theory of quadratic variation of semimartingales, Barndorff-Nielsen et al. (2006) provided an asymptotic statistical foundation for this decomposition procedure under very general conditions. Andersen et al. (2007a) used the HAR framework to study the roles of these two distinct components in RV prediction while Andersen et al. (2007b) documented improvements in the RV forecasting accuracy achieved by modeling these components separately. In light of these results, we estimate and remove the jump contributions from the daily Nikkei 225 RV using the Barndorff-Nielsen procedure modified by Andersen et al. (2007a), and study the continuous sample path variation. We find strong empirical evidence of conditional heteroskedasticity in the ARFIMA errors, and some evidence of predictability of the time variation in the volatility of the Nikkei 225 realized volatility.

The remainder of the paper is organized as follows. Section 2 briefly reviews the results from the theory of bipower variation and jump component extraction, Section 3 describes the data and summary statistics, Section 4 reviews the ARFIMA-GARCH model and presents the estimation results, and Section 5 reports the results of the RV and the variance of RV prediction exercises. Section 6 concludes.

2 Realized variance, realized bipower variation, and jump component extraction

The starting point of the realized volatility research is the recognition of the well-known result in the theory of continuous-time stochastic processes that the volatility of a process would be completely known if we observed a continuous record of the sample path of the process. Although in reality we do not obtain a continuous record and only observe the realized sample path of the process at discrete points in time, the sum of squared increments of the process approaches the integrated variance as the return measurement intervals shrink to zero. More precisely, if the process is a continuous semimartingale, under mild regularity conditions,

\[ \text{RV}_t := \sum_{j=1}^{1/\Delta} |r_{t+j\Delta, \Delta}|^2 \overset{p}{\rightarrow} \int_t^{t+1} \sigma_s^2 ds \quad \text{as} \quad \Delta \downarrow 0 \] (1)
where \( r_{t+j\Delta,\Delta} \) is the increment over the interval \([t+(j-1)\Delta, t+j\Delta]\) (in our context, the process is the log of the Nikkei 225 index level process so that \( r_{t+j\Delta,\Delta} \) is the log return), \( \sigma_t \) is the diffusion coefficient (instantaneous volatility) of the process, time \( t \) has a daily unit so that \( RV_t \) is the \( t \)th day realized variance. We will hereafter use the terms realized volatility or realized variance interchangeably, or their common abbreviation \( RV \), to refer to \( RV_t \) defined in (1) and more loosely to other related measures such as \( \sqrt{RV_t} \) or the realized bipower variation defined below. If the process is a semi-martingale with finite-activity jumps, i.e., only a finite number of jumps occurring in any finite time interval, such as Poisson jumps, then the realized variance converges to the quadratic variation, which can be decomposed into the integrated variance (the continuous sample path variation) and the sum of squared jump sizes:

\[
RV_t \overset{p}{\to} \int_t^{t+1} \sigma_s^2 ds + \sum_{t<s\leq t+1} \kappa_s^2 \quad \text{as} \quad \Delta \downarrow 0
\]

(2)

where \( \kappa_s \) is the size of the jump occurring at time \( s \). Barndorff-Nielsen and Shephard (2004, 2006) showed that even in the presence of jumps the realized bipower variation

\[
BV_t := \frac{\pi}{2} \sum_{j=2}^{1/\Delta} |r_{t+j\Delta,\Delta}| |r_{t+(j-1)\Delta,\Delta}| \overset{p}{\to} \int_t^{t+1} \sigma_s^2 ds
\]

(3)

holds under mild conditions, and proposed to use

\[
RV_t - BV_t \overset{p}{\to} \sum_{t<s\leq t+1} \kappa_s^2
\]

(4)

or

\[
J^*_t := (RV_t - BV_t)^+
\]

(5)

as an estimator for the sum of realized squared jumps \( \sum_{t<s\leq t+1} \kappa_s^2 \). \( J^*_t \) is known to take non-zero, small values very frequently due to measurement errors and due possibly to the presence of jumps of infinite-activity types. Based on the asymptotic distributional theory for these quantities developed by Barndorff-Nielsen and Shephard (2004, 2006) and Barndorff-Nielsen et al. (2006) and an extensive simulation study by Huang & Tauchen (2005), Andersen et al. (2007a) introduced what they call a shrinkage estimator for the jump contribution

\[
J_t := I(Z_t > \Phi_\alpha) \cdot (RV_t - BV_t)
\]

(6)

where \( I \) is an indicator function, \( Z_t := \frac{(RV_t - BV_t)RV_t^{-1}}{\sqrt{((\pi/2)^2+\pi-5)} \max(1,TQ_tBV_t^{-2})\Delta} \) is asymptotically standard normally distributed under the null of no jumps, \( \mu_1 := \sqrt{2/\pi} \), \( \Phi_\alpha := \Phi(\alpha) \) is the standard normal distribution function, and the (standardized) realized tripower variation

\[
TQ_t := \Delta^{-1} A^{-1} \pi^{3/2} \Gamma \left( \frac{7}{6} \right)^{-3/2} \Delta \left( \frac{1}{6} \right)^{-3/2} \left( \sum_{j=3}^{1/\Delta} |r_{t+j\Delta,\Delta}|^{4/3} |r_{t+(j-1)\Delta,\Delta}|^{4/3} |r_{t+(j-2)\Delta,\Delta}|^{4/3} \right) \overset{p}{\to} \int_t^{t+1} \sigma_s^4 ds \quad \text{as} \quad \Delta \downarrow 0
\]

(7)

\(^1\text{Time} \ t \ \text{here is loosely used in two different ways:} \ RV_t \ \text{refers to the} \ t \text{th day} \ RV \ \text{and} \ [t, t+1] \ \text{the trading hours (or just either the morning or the afternoon session) of the} \ t \text{th day. Our notation here also glosses over the existence of a lunch break.} \)
The last convergence result holds even in the presence of jumps. \( a \) is usually set to values such as .999 so that \( J_t \) picks up only “significant” jumps. With \( J_t \), another estimator of the continuous sample path variation:

\[
C_t := R V_t - J_t
\]

may be used in place of \( B V_t \).

In this paper, we use the microstructure-noise-robust versions of \( B V_t \) and \( T Q_t \), due also to Andersen et al. (2007a). In these versions, the summands are respectively \((1 - 2\Delta)^{-1} |r_{t+j}\Delta,\Delta| |r_{t+(j-2)\Delta,\Delta}|\) and \((1 - 4\Delta)^{-1} |r_{t+j}\Delta,\Delta|^{4/3} |r_{t+(j-2)\Delta,\Delta}|^{4/3} |r_{t+(j-4)\Delta,\Delta}|^{4/3}\), skipping an interval of length \( \Delta \) in sampling short-period returns. The definitions of \( J_t \) and \( C_t \) are modified accordingly as well.

3 Data and summary statistics

3.1 Calculation of five-minute returns from minute-by-minute Nikkei 225 data and RV measures

Nihon Keizai Shinbun, Inc. (Nikkei) computes and disseminates the Nikkei 225 index once every minute during the trading hours of the Tokyo Stock Exchange (TSE) (9:00-15:00 with a 11:00-12:30 lunch break). In this paper, we use minute-by-minute Nikkei 225 index data provided directly by Nikkei and maintained by the Center for Advanced Research in Finance at the University of Tokyo. The sample period spans March 11, 1996 through August 31, 2007. From the minute-by-minute data, we construct a series of five-minute log differences multiplied by one hundred, which we call “five-minute (percentage) returns.” This choice is made to strike a balance between alleviating the microstructure-related noise and increasing the precision of volatility measurement, following the standard practice of the RV literature in handling high-frequency intraday data from highly liquid markets. Andersen et al. (2000) and the other empirical papers dealing with the RV of the Nikkei 225 cash index or futures referenced in the introduction also used five-minute returns. For further discussions of the microstructure-related issues, see Hansen and Lunde (2005) and references therein.

The official minutely Nikkei 225 index starts at 9:01 for the morning session, and the first five-minute return in a given day that we calculate is for the 9:05-9:10 interval as in Andersen et al. (2000). Removal of the first four observations partially alleviates possible effects of the sluggish response of the Nikkei 225 to the information accumulated overnight (or over a weekend or holiday) on volatility measurement. Given the TSE trading rules, the 9:05 index value is unlikely to have fully impounded all overnight information in it when overnight domestic and overseas events move the overall Japanese stock market up or down by a large amount relative to the previous close\(^2\), and again our choice here is an attempt for a balance between higher precision and lower bias. For the afternoon session, the index

\(^2\)The TSE trading rules do not allow the price of each individual stock to immediately move to a level outside of the range set according to either the last transaction or the “special quote” price. When there are buy (sell) orders remaining at the upper (lower) limit of the range, the TSE announces it as a "special quote" and wait for five minutes before shifting the range upward (downward). The special quotes of the constituent individual stocks, if there are any, are used in place of the more stale last transaction prices in the calculation of the Nikkei 225 index.
starts at 12:31. Since the effect of the TSE trading rules hampering the Nikkei 225 index from quickly reflecting the information accrued over a lunch break is likely to be much milder, the 12:31-12:35 interval is retained and used in our calculation of the first afternoon five-minute return.

For the end price of the last five-minute return calculation of each session, we use the closing price of the session. Due to such factors as delayed arrival of individual stock price data from the TSE and the real-time nature of the Nikkei 225 calculation and dissemination, the final few observations of each session are occasionally marked by time stamps up to several minutes later than 15:00 (or 11:00). For sessions with such observations as well, we use the last recorded observation of the session for closing the last five-minute interval. In total, there are 53 five-minute returns for a typical trading day, 23 from the morning session and 30 from the afternoon session. We exclude sessions from half trading days including the first and last trading days of each year from our sample, retaining 2,802 trading days.

Since there is intervening lunch break, \( RV_t, BV_t, TQ_t, J_t, \) and \( C_t \) are calculated for the morning and afternoon sessions separately and the two components (denoted with subscripts \( am \) and \( pm \) respectively) for each variable are added for the day, e.g., \( RV_t = RV_{am,t} + RV_{pm,t} \). \( RV_t^* := RV_t + R_{n,t}^2 + R_{l,t}^2 \) may be used to define the RV for the day, where \( R_{n,t} \) is the previous-day-close-to-open (15:00-9:05) overnight return and \( R_{l,t} \) is the lunch break (11:00-12:30) return. Since the TSE is open only 4.5 hours a day, however, it would be a stretch to treat \( RV_t^* \) as an observed realization of the volatility for the whole day. We therefore concentrate on the trading-hour RV measures in this paper, and leave the analysis of the other components and their impacts on the trading-hour RV measures for future research.

### 3.2 Properties of the realized volatility and related measures

Summary statistics for various returns and RV measures are presented on Tables 1. In addition to the sample skewness and kurtosis, the Jarque-Bera (JB) statistic for testing normality\(^3\) is presented for each series. For checking temporal dependence, the first-order sample autocorrelation and the Ljung-Box statistics of orders 5, 10, and 22 (corresponding to roughly one week, two weeks, and a month) for no serial correlations up to their respective orders are shown for each series. Since the usual Bartlett’s standard error, \( T^{-1/2} = 0.019 \), is biased under heteroskedasticity, the heteroskedasticity-adjusted standard error for the first-order autocorrelation and Ljung-Box statistics due to Diebold (1988) are also presented. Previous empirical studies have documented that daily volatility measures such as the daily return squared, the absolute daily return, and various daily RV measures of financial time series appear to have long-memory properties. For long memory processes, the influence of shocks does not last forever unlike in the case of integrated processes, but decays very slowly relative to the geometrically fast decay for short-memory processes. Formally, there are several definitions of long memory. The usual definition of long memory for a covariance stationary time series, which we adopt

\(^3\)It is designed to jointly measure the deviations of the sample skewness and kurtosis from their respective population values, zero and three, under normality. For an i.i.d. normal series, it is asymptotically distributed \( \chi^2(2) \) (two degrees of freedom). The simulation work of Thomakos and Wang (2003) has shown, however, that it grossly overrejects the null of normality if the data are a sample path of a long-memory process. Hence, it presented here as an informal statistic.
in this paper, is that
\[ \sum_{k=-\infty}^{\infty} |\gamma(k)| = \infty \]  
(9)
holds where \( \gamma(k) \) is the \( k \)th order autocovariance. Another definition of long memory for a covariance stationary process is that \( \gamma(k) \) decays hyperbolically, i.e.,
\[ \gamma(k) \sim k^{2d-1} l(k) \]  
(10)
as \( k \to \infty \), where \( l(\cdot) \) is some slowly varying function and \( d \in (0, 1/2) \) is called the long-memory parameter. If the process is a covariance stationary one satisfying some regularity conditions, (10) implies (9). For a review of alternative definitions and their relations to each other, see, e.g., Palma (2007).

Before estimating the ARFIMA and the ARFIMA-GARCH models for the RV series, we estimate the long-memory parameter \( d \) for our various series via two popular semiparametric estimators \( \hat{d}_{GP\ H} \) and \( \hat{d}_{Robinson} \), due respectively to Geweke-Porter-Hudak (1983) (GPH) and Robinson (1995a), with the bandwidth parameter \( m \) set at \( m = T^{-7} \) where \( T \) is the sample size. The asymptotic standard errors for \( \hat{d}_{GP\ H} \) and \( \hat{d}_{Robinson} \) are respectively \( \pi/\sqrt{24m} \) and \( 1/(2\sqrt{m}) \), and hence the latter is asymptotically more efficient for a given \( m \). \( d \) is equal to the fractional differencing parameter if the process is a fractionally integrated one, reviewed in the next section. The definition of the fractional differencing parameter can be extended to the nonstationary region \( d \geq 1/2 \). The region of the true \( d \) over which \( \hat{d}_{GP\ H} \) and \( \hat{d}_{Robinson} \) are consistent and asymptotically normal extends beyond 1/2. For these properties, neither \( \hat{d}_{GP\ H} \) nor \( \hat{d}_{Robinson} \) requires Gaussianity, and the latter does not require conditional homoskedasticity. See Robinson (1995b), Velasco (1999), Deo and Hurvich (2001), and Robinson and Henry (1999).

Looking at the summary statistics for \( RV_t = RV_{am,t} + RV_{pm,t} \), the unconditional distribution seems to be highly nonnormal with very large positive values of sample skewness and kurtosis. The LB statistics indicate that it is highly significantly serially correlated. The value of the first-order sample autocorrelation, .544, is at a medium-persistent level and well below one, but the values of \( \hat{d}_{GP\ H} \) (.470 with standard error .040) and \( \hat{d}_{Robinson} \) (.468 with standard error .0311) are significantly positive but below the stationary/nonstationary border of 1/2, indicating that autocorrelations decay slowly. Note, however, that \( \hat{d}_{GP\ H} \) and \( \hat{d}_{Robinson} \) are within two standard errors from 1/2.

Deviations from normality seem to be vastly reduced by the square-root transformation, but remain large. The log transformation brings down the sample skewness and kurtosis values for each series even further and close to zero (-.130 for \( RV_t \)) and three (3.234 for \( RV_t \)) respectively. After transformation, the first-order sample autocorrelation increases to .663 (\( \sqrt{RV_t} \)) and .713 (\( \ln RV_t \)), and \( \hat{d}_{GP\ H}, \hat{d}_{Robinson} \) increase to values in excess of 1/2 (.557, .524 for \( \sqrt{RV_t} \) and .584, .533 for \( \ln RV_t \)). Other than our point estimates of \( d \) being in the nonstationary region, these results are roughly in line with earlier empirical findings about RV measures constructed from high-frequency intraday exchange rate and stock returns data, which led to the popularity of the Gaussian ARFIMA model; See, e.g., Andersen et al. (2003).

Turning next to the Barndorff-Nielsen decomposition of \( RV_t \) into the contribution of squared jumps and that of continuous sample path variation, we set \( a = .999 \) in (6). Summary statistics of the
square-root and logarithmic transformed \(( \ln (1 + J_t) \) for \( J_t \)) transformed series are also presented on Table 1. The sample mean of \( I := \max (I (Z_{am,t} > \Phi_a), I (Z_{pm,t} > \Phi_a)) \), which is an estimate of the unconditional jump probability over the trading hours of a day, is .150, implying a little more than one jump occurrences per week\(^4\). On average, the jump contribution \( J_t \) comprises about 4% \((= .045/1.087)\) of \( RV_t \) over trading hours. Similarly to the results of previous studies on the S&P 500 futures and other financial time series (e.g., Andersen et al. 2007a, Andersen et al. 2007b), \( J_t \) and its transformations seems distinctly less persistent although this does not rule out the possibility of the unobserved conditional jump probability series (as opposed to the realized jump series \( J_t \)) being more persistent. And the standard deviation of \( J_t \) (.154) is not negligible relative to that of \( C_t \) (1.03).

Hence, using \( C_t \), purged of the jump component with a different dynamic behavior, may reveal a higher-resolution picture of the dependence structure of \( C_t \) although \( C_t \) and \( RV_t \) exhibit quite similar features as summarized by the statistics on Table 1. For our analysis via the ARFIMA-GARCH model, we use \( C_t \)\(^5\).

4 Modeling and forecasting the conditional mean and the conditional variance of the RV with the ARFIMA-GARCH model

4.1 The ARFIMA-GARCH model and its estimation

The ARFIMA model, introduced by Granger and Joyeux (1980), and Hosking (1981), is a natural extension of the ARIMA model for parsimoniously modeling time series with long memory. An ARFIMA\((p, d, q)\) process \{\( Y_t \)\} may be defined as a causal solution to

\[
\phi (L) (1 - L)^d (Y_t - \mu) = \psi (L) \varepsilon_t
\]

where \( \mu \in \mathbb{R}, \phi (L) = 1 - \phi_1 L - \cdots - \phi_p L^p, \psi (L) = 1 + \psi_1 L + \cdots + \psi_q L^q \) are respectively the AR and MA operators, sharing no common roots, \((1 - L)^d\) is the fractional differencing operator, and \( \{\varepsilon_t\} \sim WN (0, \sigma^2), 0 < \sigma^2 < \infty \). If all roots of \( \phi (z) \) and \( \psi (z) \) lie outside of the unit disk and \( d \in (-1, 1/2) \) holds, then there is a unique covariance stationary solution, which is invertible\(^6\). For \( d \in (0, 1/2) \), the autocovariance function of this solution satisfies

\[
\lim_{k \to \infty} (k) / [c k^{1 - 2d}] \to 1
\]

where \( c \) is a constant, and hence the process possesses long memory and the fractional integration parameter \( d \) corresponds to the long-memory parameter \( d \) in (10). Also of note is that an ARFIMA process with \( d \geq 1/2 \) is nonstationary but still mean-reverting as long as \( d < 1 \) (See Baillie 1996, p.21). If \( d \in [1/2, 1) \), we may interpret \( \{Y_t\} \) as a process, starting from some finite past and satisfying (11), which becomes a stationary ARFIMA\((p, d - 1, q)\) process after being differenced once.

---

\(^4\)Using a less stringent value \( a = .99 \), the estimated jump probability becomes .302, or once per 3.3 trading days on average.

\(^5\)It turns out that the ARFIMA-GARCH estimation results for \( C_t \) are similar to those for \( RV_t \). Details of the results obtained for \( RV_t \) are available upon request.

\(^6\)Bondon and Palma (2007) recently proved invertibility for \( d > -1 \), relaxing the condition \( d > -1/2 \) often cited in the literature.
Following Ding et al. (1993) that found extremely slow decay patterns in the sample autocorrelation functions of daily volatility measures such as absolute returns, features meant to capture the long-range dependence in volatility have been incorporated into GARCH-type models (e.g., the FIGARCH model) and stochastic volatility models; see, e.g., Baillie et al. (1996a), Bollerslev and Mikkelsen (1996), Breidt et al. (1998), Deo and Hurvich (2003). Since daily RV time series including our Nikkei 225 RV are series of observed quantities which appear to have long-memory properties, the ARFIMA model is a natural modeling choice. The ARFIMA process (11) may take negative values, and hence it is strictly speaking defective as a model for $Y_t = C_t$ or $\sqrt{C_t}$ although we do not encounter negative forecasts in our empirical application. Negativity is not an issue for $\ln C_t$. Also of note is that the class of continuous-time processes discussed in Section 2 in general does not give rise to (11) exactly, let alone the ARFIMA process with $\{\varepsilon_t\} \sim i.i.d. \mathcal{N}(0, \sigma^2)$.

Baillie et al. (1996b) extended the ARFIMA model to include a GARCH specification for conditional heteroskedasticity and used it to analyze the inflation rate time series from the G7 and three other high inflation countries, and Koopman et al. (2007) applied a model they called the periodic seasonal Reg-ARFIMA-GARCH to the daily time series of spot electricity prices. In this paper, we apply the ARFIMA-GARCH(1,1) model in which $h_t := E_{t-1} [\varepsilon_t^2]$, the conditional variance of $\varepsilon_t$ with respect to the sigma-field $\sigma(Y_{t-1}, Y_{t-2}, \cdots)$, is given the following formulation:

$$h_t = \omega + \beta h_{t-1} + \alpha \varepsilon_{t-1}^2$$  \hspace{1cm} (12)

For the stationary ARFIMA model with Gaussian homoskedastic errors, Sowell’s (1992) algorithm for exact maximum likelihood estimation is available. For the ARFIMA-GARCH model, however, no closed-form expression for the exact likelihood function is available. Hence, we employ the conditional sum of squares (CSS) estimator:

$$\hat{\theta} := \arg\max_\theta L(\theta)$$  \hspace{1cm} (13)

where $\theta := (\mu, \theta_1)^\prime$, $\theta_1 := (\phi_1, \cdots, \phi_p, \psi_1, \cdots, \psi_q, d, \omega, \alpha, \beta)^\prime$ and

$$L(\theta) := -\frac{1}{2} \sum_{t=1}^T \left( \ln h_t(\theta) + Z_t(\theta)^2 \right)$$  \hspace{1cm} (14)

$$Z_t(\theta) := \varepsilon_t(\theta) / \sqrt{h_t(\theta)}$$

$$\varepsilon_t(\theta) := \psi(L)^{-1} \phi(L) (1-L)^d (Y_t - \mu)$$

$$h_t(\theta) = \omega + \beta h_{t-1}(\theta) + \alpha \varepsilon_{t-1}(\theta)^2$$  \hspace{1cm} (15)

with the presample values of $Y_t - \mu$, $t = 0, -1, -2, \cdots$ set to zero and $h_1(\theta)$ set to some initial value. If $d \geq 1/2$, $Y_t$ does not have an unconditional mean and $\mu$ cannot be interpreted as such. For this case, $(1-L)^d (Y_t - \mu) = (1-L)^{d-1} \Delta Y_t$ where $\Delta Y_t := Y_t - Y_{t-1}$, but note that $\Delta Y_1 = Y_1 - Y_0 = Y_1 - \mu$ under our choice of the presample values so that $\mu$ does not disappear. We equate $h_1(\theta)$ to the value of the sample variance as is often done in the estimation of GARCH-type models. In estimation, we do not impose $d < 1/2$ for stationarity. Neither do we impose $\alpha + \beta < 1$ for the GARCH specification. We estimate the ARFIMA with a homoskedastic specification, i.e., $\omega = \sigma^2$, $\alpha = \beta = 0$, by the CSS estimator as well for comparability of results across homoskedastic and GARCH specifications. The objective function maximized by the CSS estimator is essentially the Gaussian maximum likelihood (without the constant $-\frac{T}{2} \ln (2\pi)$) for the AR($\infty$) representation of the ARFIMA-GARCH model with the conditional distribution of $\varepsilon_t$ specified as $\mathcal{N}(0, h_t)$, conditional on
the presample values and $h_1$. Hence, the CSS estimator for the ARFIMA-GARCH model is a long-memory analogue of what we usually refer to as the quasi-maximum likelihood estimator, QMLE, in the short-memory ARMA-GARCH setting. Extending the results of Beran (2004) for the ARFIMA model, Ling and Li (1997) showed that the CSS estimator is $\sqrt{T}$-consistent and asymptotically normal for the ARFIMA $(p, d, q)$-GARCH$(P, Q)$ model. Their results are also valid for the nonstationary case in which the true value of $d$ is larger than 1/2. This is a desirable property particularly because $d$ estimates are found to be near or greater than 1/2 in our semiparametric estimation as well as other studies of financial time series data, and is another justification for using the CSS estimator. Ling and Li (1997) derived $\sqrt{T}$-consistency for $\hat{\theta}_1$ assuming that $\mu$ is known. To our knowledge, their results have not been rigorously verified to be applicable to $\hat{\theta}$. However, it seems reasonable to expect that 

$$\left( T^{1/2-d}\hat{\mu}, T^{1/2}\hat{\theta}_1 \right)'$$

has a Gaussian limiting distribution as long as the other conditions of Ling and Li (1997) are satisfied and $d < 1/2$. Another caveat is that the asymptotic results of Ling and Li (1997) are based on the assumption $E \left[ \varepsilon_t^2 \right] < \infty$. If $\{\varepsilon_t\}$ follows a GARCH(1,1) process and the standardized error sequence $\{Z_t := \varepsilon_t h_t^{-1/2}\}$ is i.i.d. with $\kappa := E \left[ Z_t^4 \right] < \infty$, this condition amounts to $\kappa \alpha^2 + 2\alpha \beta + \beta^2 < 1$. Our estimation results indicate that a covariance stationarity condition $\alpha + \beta < 1$, let alone the more stringent condition $E \left[ \varepsilon_t^4 \right] < \infty$, may not be satisfied by our untransformed series $C_t$. However, this is not likely to invalidate estimation and inference based on Ling and Li (1997). Lee and Hansen (1994) established (local) consistency and asymptotic normality of the Gaussian QMLE for the GARCH(1,1) model when the true values of $\alpha, \beta$ may not be in the covariance stationary region $\alpha + \beta < 1$ but are in the strict stationary region satisfying $E \left[ \ln \left( \beta + \alpha Z_t^2 \right) \right] < 0$. Jensen and Rahbek (2004), focusing on the estimation of $(\alpha, \beta)$ and working with a different set of assumptions on $\{Z_t\}$ proven that the consistency and asymptotic normality extend to the case of conditional variance explosion $E \left[ \ln \left( \beta + \alpha Z_t^2 \right) \right] > 0^8$.

Given the strong evidence to be reported shortly against conditional normality of the standardized error $Z_t$ except when $Y_t = \ln C_t$, we also present the robust standard errors of Bollerslev and Wooldridge (1992) (BW) interpreting our estimator as a QMLE. For the models with the GARCH specification, the BW standard errors are robust to distributional misspecification of $Z_t$ under correct specification of the conditional mean and variance and regularity conditions. We use the BIC$^9$ as our model selection criteria and confine our search for the best model to a total of 64 models: The full ARFIMA$(2,d,2)$-GARCH(1,1) model and its 63 restricted versions (at least one of the ARFIMA parameters, $\phi_1, \phi_2, \psi_1, \psi_2, d$, is fixed at zero and/or no conditional heteroskedasticity $(\alpha, \beta) = 0$). Let us denote, for example, the ARFIMA$(2,d,0)$ model with the first-order AR coefficient restricted to be zero as the ARFIMA$\{2\},d,0\$. We denote the other models with second-order terms similarly.

---

$^7$For the case of $d \geq 1/2$, Ling and Li (1997) considered estimating the parameters in $\phi(L)(1-L)^{d-m}((1-L)^m Y_t - \mu) = \psi(L) \varepsilon_t$ with $\mu \neq 0$ unknown and estimated separately from the other parameters, where $m$ is the smallest positive integer such that $d - m < 1/2$. If $m = 1$, this implies that $\{Y_t\}$ has a linear time trend, which is counterintuitive in our case where $Y_t$ is a measure of volatility.

$^8$Unlike in our case, however, they both assumed $Y_t = \mu + \varepsilon_t$ with either $\mu$ a constant to be estimated jointly with the other parameters (Lee and Hansen 1994) or $\mu = 0$ known (Jensen and Rahbek 2004). To our knowledge, rigorous asymptotic theory for the ARFIMA-GARCH model with $\alpha + \beta \geq 1$ is not yet available in the literature.

$^9$BIC = $-2L^* \left( \hat{\theta} \right) + N \ln T$ where $N$ is the number of parameters, $L^* \left( \hat{\theta} \right)$ is the value of the maximized log likelihood function $L^* \left( \hat{\theta} \right) = L \left( \hat{\theta} \right) - T \ln (2\pi)$, and $L \left( \theta \right)$ is as defined in (14).
When modeling a time series of daily currency or stock returns, the conditional mean is small relative to the variance so that setting it to zero or a constant instead of fitting a more elaborate model usually does not much affect the estimation of the volatility process. Since the RV is highly persistent, it is essential to adequately model the conditional mean part of the RV even if one’s primary interest is in the conditional variance of the RV. Otherwise, misspecification in the mean may masquerade as conditional heteroskedasticity. See Diebold and Nason (1990) for a study focusing on this issue.

4.2 ARFIMA-GARCH estimation results

We first use the entire sample (2802 daily observations) available to us to estimate the full ARFIMA(2,d,2)-GARCH(1,1) model and 63 restricted versions. For order selection, we employ the BIC. In applying the ARFIMA-GARCH model, we work with transformed series \( \ln C_t \) and \( \sqrt{C_t} \) as well as the original series \( C_t \). It should be emphasized that, although the results for all three series are presented and discussed together and some comparisons in terms of model adequacy are made across different transformations, each series is being investigated on its own right, and that the BIC values and other specification test statistics and forecast performance measures are not directly comparable across the three series. We should also keep in mind that the square-root and log transformations alter the nature of conditional heteroskedasticity\(^{10}\). It is beyond the scope of this article to address the issue of which series should be used as the LHS variable of the ARFIMA-GARCH model in a forecast exercise with a particular loss function\(^{11}\) although our results contain information relevant to this issue. Table 3 summarizes the parameter estimation results with Hessian-based and BW standard errors in parentheses. For brevity, only the results for the best short-memory model, the best homoskedastic model and its GARCH(1,1) counterpart, and the best overall model and its homoskedastic counterpart. Table 4 presents summary statistics and some specification test statistics for the residuals of these models.

4.2.1 Estimation results for the ARFIMA model with the constant error variance specification

In this subsection, we discuss our empirical results for the ARFIMA model with the constant error variance specification and various order restrictions. The results are similar to those previously reported in the literature for the RVs of the Nikkei 225 cash index and index futures and other financial time series. The order selected by the BIC is the ARFIMA(0,d,1) for all series. The estimated values of \( d \) in the BIC-selected homoskedastic ARFIMA models are 0.494 (\( C_t \)), 0.516 (\( \sqrt{C_t} \)), 0.509 (\( \ln C_t \)). At usual levels, all of these are significantly higher than zero, but none are significantly different from the nonstationarity boundary of 1/2.

Table 4 presents some residual diagnostic statistics. The first-order sample serial correlations (the

\(^{10}\)This can be most easily seen in the related context of a continuous-time CEV diffusion process for the instantaneous variance \( V_t \) per unit time. After the square-root or log transformation, the diffusion coefficient (volatility of variance) of the original process, \( \alpha V^x \) where \( x, \lambda \in \mathbb{R}^+ \), becomes respectively \( \frac{1}{2} \alpha V^{x-1/2} \) or \( \alpha V^{x-1} \).

\(^{11}\)Suppose, for example, that our goal is to minimize the mean squared errors in forecasting \( RV_t \) one-step-ahead. Since \( \exp (E_t -1 [\ln RV_t]) \neq E_t -1 [RV_t] \) by Jensen’s inequality, we need to specify more than the first two conditional moments of \( \ln RV_t \) to produce an optimal forecast for \( RV_t \) if we are to work with \( \{\ln RV_t\} \) instead of directly with \( \{RV_t\} \).
Bartlett’s standard error is $T^{-1/2} = 0.019$ and the heteroskedasticity-adjusted standard errors are given in parentheses) in the residuals are all smaller than 0.01 in absolute magnitude and insignificant at usual levels. Judging by the values of the heteroskedasticity-adjusted LB statistics due to Diebold (1988) (the first line) of orders from one through 5, 10, or 22 for the residuals, serial correlations in $C_t$, $\sqrt{C_t}$, and $\ln C_t$ are adequately filtered out by the best homoskedastic ARFIMA models\textsuperscript{12}.

The heteroskedasticity-adjusted LB statistics for the residuals of the BIC-selected short-memory models are only marginally significant for the raw series $C_t$ and insignificant for the two transformed series. The best short-memory ARMA model for each series mobilizes three to four out of the four ARMA terms allowed and, in the case of $\sqrt{C_t}$ or $\ln C_t$, seem to fit the linear dependence structure as successfully as the best homoskedastic ARFIMA model\textsuperscript{13}. However, the estimates of the long-memory parameter $d$, when not restricted to be zero, are significantly greater than zero and the BIC also favors the long-memory models.

The very large values of sample skewness and kurtosis of the residuals from the raw series $C_t$ shown on Table 4 suggest that the unconditional distribution of the error term is highly nonnormal. The square-root transformation of $C_t$ vastly reduces the values of these measures of nonnormality, but still far above those of a normal distribution. The log transformation brings the residual distributions closer to normality, but the sample kurtosis values are still nearly 4.

In sum, it appears that parsimonious ARFIMA models are reasonably successful in removing serial correlations although some evidence of remaining serial correlations is found for the residuals of the models of the raw series $C_t$.

The discrepancies between the values of the unadjusted LB statistics and those of the heteroskedasticity-adjusted ones already indicate the presence of conditional heteroskedasticity in the form of serial correlations in $\varepsilon_t^2$. Next we directly test the null of no serial correlations in $\varepsilon_t^2$ by calculating the Ljung-Box statistics of $\varepsilon_t^2$, which in this context are often called the McLeod-Li (ML) statistics\textsuperscript{14}. The ML statistics for the squared residuals from the selected models are all very large, cleanly rejecting the null of no serial correlations of orders up to 5, 10, and 22 at usual levels. With this evidence, we now turn to modeling conditional heteroskedasticity with the ARFIMA model augmented by the GARCH(1,1) specification for the error term.

\textsuperscript{12}The original LB statistics, shown on the second line, apparently indicate that, for the raw series $C_t$, there is remaining serial correlations. In the presence of conditional heteroskedasticity, however, the Bartlett’s standard error is not a consistent estimator of the standard deviations of the sample serial correlations. In particular, if the squared series is positively autocorrelated, the Bartlett’s standard error overestimates the estimation precision of sample autocorrelations and as a result the LB statistics overreject the null. See Diebold (1988).

\textsuperscript{13}To save space, only the results for the best models selected from among all short-memory models are shown. The best short-memory model happens to include the GARCH specification for all three series. Similar results are obtained, however, when the best models are selected from among the homoskedastic models.

\textsuperscript{14}McLeod and Li (1983) showed that under the null of a homoskedastic ARMA model the asymptotic distribution of the ML statistic for no serial correlations in $\varepsilon_t^2$, constructed using sample serial correlations of $k$ different orders in the squared residuals $\varepsilon_t^2$, is $\chi^2(k)$, unaffected by parameter estimation. This contrasts the case of the LB statistic applied to $\varepsilon_t$, which is $\chi^2(k - p - q)$, where $p + q$ is the number of the ARMA coefficients estimated.
4.2.2 Estimation results for the ARFIMA-GARCH(1,1) model

We next compare all 64 versions of the ARFIMA(2, d, 2)-GARCH(1,1) model including those without the constant error variance restriction $\alpha = \beta = 0$. For each of the three series, the BIC selects a model with the GARCH(1,1) specification, more specifically, the ARFIMA{$2$, $d$, $1$}-GARCH(1,1) for $C_t$ and the ARFIMA(0, $d$, 1)-GARCH(1,1) for $\sqrt{C_t}$ and $\ln C_t$. The estimation results for the selected model and its homoskedastic version for each series are shown on Table 3. As expected from the LB statistics for the squared residuals from the conditionally homoskedastic models, the improvement in the log likelihood value achieved by giving the GARCH(1,1) specification for the error process is substantial for each series. The addition of the GARCH specification to the homoskedastic model of the same ARFIMA order does not alter the ARFIMA parameter estimates very much, and consequently the distributions of the residuals $\tilde{\varepsilon}_t := \varepsilon_t \left( \hat{\theta} \right)$ remain similarly nonnormal.

The point estimate of the volatility-of-the-RV persistence measure $\alpha + \beta$ in the best model for the raw series $C_t$ is well in excess of the covariance stationarity threshold of one although not significantly so. The BW standard errors of the GARCH parameters are rather large, in fact several times larger than the Hessian-based ones and renders even $\alpha = 0.263$ insignificantly different from zero. The values of the sample skewness and kurtosis and the JB normality test statistic of the standardized residuals $Z_t := \tilde{\varepsilon}_t / \hat{h}_t^{1/2}$ where $\hat{h}_t = h_t \left( \hat{\theta} \right)$ (shown on Table 4) indicate very high degrees of conditional nonnormality of the error terms of the models for the raw series $C_t$. This at least partially explains the large discrepancies between the BW and the Hessian-based standard errors and suggest that substantial efficiency gains may be obtained by adopting a non-Gaussian QMLE, but non-Gaussian QMLE requires additional conditions for ensuring consistency under distributional misspecification; See Newey and Steigerwald (1997). As a check of the GARCH(1,1) specification, we calculate the LB statistics for no correlations in the squared standardized residuals (Table 3). The values of the LB statistics are greatly reduced by standardization although they are still high enough to reject the null whether the degrees-of-freedom adjustment is applied or not.

As for the best models for $\sqrt{C_t}$ and $\ln C_t$, both $\alpha$ and $\beta$ are estimated to be significantly above zero, but the estimates of $\alpha + \beta$ do not exceed one, although for $\ln C_t$, it is very close to one. For $\ln C_t$, the $\alpha$ estimate is rather small, which together with $\alpha + \beta$ estimated to be nearly one implies a slowly varying conditional mean process as shown; See Figure. Again, the values of the LB statistics for the squared residuals are substantially reduced by standardization of the residuals by $\hat{h}_t^{1/2}$, but are still large enough to reject the null of no serial correlations. For $\sqrt{C_t}$, the degree of nonnormality in the residuals is hugely reduced but not to near normal levels. For $\ln C_t$, the effects of standardization

---

15 Kulperger and Yu (2005) proved that the asymptotic distribution of the Jarque-Bera-type moment-based distributional test statistic based on $\tilde{Z}_t$ rather than $Z_t$ is $\chi^2(2)$, unaffected by parameter estimation if the conditional variance is correctly specified and $\{Z_t\}$ is an i.i.d. sequence. One of their additional assumptions is that the conditional mean of the observed variable $Y_t$ is zero, which is not satisfied by our ARFIMA-GARCH case.

16 Unlike in the case of the McLeod-Li test statistics for no serial correlations in the squared raw residuals, parameter estimation does affect the asymptotic distribution in this case. Bollerslev and Mikkelsen (1996) suggested a heuristic adjustment of reducing the degrees of freedom of the $\chi^2$ distribution by the number of estimated parameters. (When the number of lag orders is 5, this adjustment obviously cannot be applied). Li and Mak (1994) proposed a more elaborate test that correctly accounts for the impact of parameter estimation.
are not as large, but the raw residuals are not highly nonnormal to begin with. Consistent with near normality, the discrepancies between the BW and the Hessian-based standard errors are not very large for ln $C_t$. However, the value of the JB statistic still rejects the null of normality easily.

All in all, the addition of the GARCH(1,1) specification for the ARFIMA error term helps to capture much of the serial correlations in the squared residuals though not completely.

### 4.3 Further specification tests

The LB statistics are for testing the null of no remaining serial correlations in $\{Z_t\}$ and $\{Z_t^2\}$, and are not designed to detect more general forms of temporal dependence. In this paper, we only attempt to model the first two conditional moments by the ARFIMA-GARCH model. By estimating them using the Gaussian QMLE, we take a stand on neither the higher-order dependence structure nor the shape of the conditional distribution (beyond the zero-mean and unit-variance property) of $\{Z_t\}$. Nevertheless, it is of interest to run a battery of tests for detecting violations of the assumption of $\{Z_t\} \sim i.i.d.$ or $\{Z_t\} \sim i.i.d. \mathcal{N}(0, 1)$ as a specification check.

The first columns of Table 4 show the values of the BDS nonlinearity test statistics due to Brock et al. (1996), which test the null of $\{Z_t\} \sim i.i.d.$ All different pairs of two consecutive segments of a fixed length $k$ are taken from an observed time series and the number of cases in which the distance (using a particular measure) between the two segments in a pair is shorter than a preset value $\epsilon$ is counted. After normalization, this number becomes the BDS statistic with $(k, \epsilon)$, which is asymptotically distributed $\mathcal{N}(0, 1)$ under the null of $\{Z_t\} \sim i.i.d.$ De Lima (1996) showed that, under some conditions (including a mixing condition and $\sqrt{T}$-consistency of the estimator), the BDS test applied to $\ln \tilde{Z}_t^2$, where $\tilde{Z}_t$ is the standardized residual of an ARCH model, is asymptotically free of the influence of parameter estimation, or “nuisance-parameter-free”

To our knowledge, for all of our diagnostic statistics, asymptotic theory available in the literature assumes some form of mixing for $\{Y_t\}$ and/or $\sqrt{T}$-consistency of the parameter estimator for establishing the invariance of the asymptotic test statistic distribution in the presence of parameter estimation or justifying the adjustment when invariance does not hold. $\sqrt{T}$-consistency of $\hat{\mu}$ and mixing properties cannot be expected to hold for long memory processes. In fact, Gaussian long-memory ARFIMA processes are known to be non-strong-mixing (Viano et al. 1995). Strictly speaking, the diagnostic tests in this subsection as well as the more traditional ones used in the previous subsections therefore remain somewhat informal.

Note that if $\{Z_t\} \sim i.i.d.$, then $\{\ln Z_t^2\} \sim i.i.d$ holds as well. We apply the BDS test to the log standardized residuals $\ln \tilde{Z}_t^2$. Following Chen and Kuan (2005), we set $\epsilon$ equal to 0.75 times the sample standard deviation of $\ln \tilde{Z}_t^2$, and for normalization use the bootstrap standard deviation of the raw statistic based on the 1,000 resamples from the empirical distribution of $\tilde{Z}_t$. The results for $k = 2, \ldots, 5$ are presented (the first lines). We also present the BDS statistics calculated with $\tilde{Z}_t$ (the second lines). There is strong evidence

---

17To our knowledge, for all of our diagnostic statistics, asymptotic theory available in the literature assumes some form of mixing for $\{Y_t\}$ and/or $\sqrt{T}$-consistency of the parameter estimator for establishing the invariance of the asymptotic test statistic distribution in the presence of parameter estimation or justifying the adjustment when invariance does not hold. $\sqrt{T}$-consistency of $\hat{\mu}$ and mixing properties cannot be expected to hold for long memory processes. In fact, Gaussian long-memory ARFIMA processes are known to be non-strong-mixing (Viano et al. 1995). Strictly speaking, the diagnostic tests in this subsection as well as the more traditional ones used in the previous subsections therefore remain somewhat informal.

18Caporal et al. (2005) investigated by Monte Carlo simulations the finite-sample size properties of the BSD test statistics under GARCH(1,1) DGPs with various combinations of true parameter values (estimated by the Gaussian QMLE) and distributions of $Z_t$ not necessarily satisfying De Lima’s (1996) sufficiency conditions and reported that they are well-behaved for $T \geq 1000$.

19One of De Lima’s (1996) sufficient conditions for invariance is violated in this case. The impact of parameter estimation on the variance of the statistic, however, is accounted for by the bootstrap although we still presume that the asymptotic normality of the BSD statistics extends to this case.
for nonlinear dependence for the homoskedastic models, in particular for the raw series \( C_t \), but when we allow the GARCH specification to be chosen, evidence for nonlinear dependence becomes much weaker. In particular for the best model for \( \ln C_t \), the BDS statistics are all insignificant except for the one with \( k = 5 \) for \( \hat{Z}_t \).

We next conduct a test of time reversibility due to Chen et al. (2000) (CCK). \( \{Z_t\} \sim i.i.d. \) implies time reversibility, which in turn implies that the unconditional distribution of \( Z_t - Z_{t-k} \) is symmetric around the origin. The CCK statistic tests this symmetry and is calculated as \( \xi_k/\hat{\sigma}_k \), where \( \xi_k := (T-k)^{-1/2} \sum_{t=k+1}^{T} \xi(Z_t) \) and \( \hat{\sigma}_k \) is a consistent estimator for the standard deviation of \( \xi_k \). There are a variety of functions that can be chosen as \( \xi(\cdot) \). Following Chen and Kuan (2005), we use \( \xi(Z_t) := \gamma Z_t/(1 + \gamma^2 Z_t^2) \), replace \( Z_t \) with \( \hat{Z}_t \), calculate \( \hat{\sigma}_k \) by bootstrap similarly to the case of the BDS statistics\(^{21}\), and present the results for \( k = 1, 2, 3 \) and \( \gamma = 0.5, 1 \) on Table 4. A general tendency is that the values of the CCK statistics decrease after square-root transformation and become insignificantly or only marginally significant for \( \ln C_t \).

For testing the correctness of the specification of the joint distribution of the series in its entirety, we may use the nuisance-parameter-free Hong-Li statistics, which formalize the popular graphical approach of Diebold et al. (1998). In our Gaussian ARFIMA-GARCH case, the test is equivalent to jointly testing the independence and standard normality of \( \{Z_t\} \) (as opposed to the JB statistic that tests the normality under the maintained hypothesis of independence). The Hong-Li statistics are based on the observation that, under the null of correct model specification in its entirety (as opposed to just the first two conditional moments), the probability integral transformed series \( \{U_t\} \) implied by the model is a sequence of \( i.i.d. \) uniform \([0, 1]\) random variables, and in particular the joint density of \( \{U_t, U_{t-k}\} \) should be \( f(u_1, u_2) = 1 \) over \([0, 1] \times [0, 1]\). Hong and Li (2005) showed that, under the null, a properly normalized measure of the distance (call it the Hong-Li statistic of order \( k \), \( Q_{HL}(k) \)) between \( f(u_1, u_2) = 1 \) and \( \hat{f}(u_1, u_2) \), a nonparametric estimate of \( f(u_1, u_2) \) constructed using \( \{\hat{U}_t\} \) (the probability integral transformed series implied by the estimated model), is asymptotically distributed \( N(0, 1) \). Furthermore, they showed that the asymptotic distribution of \( (Q_{HL}(1), \cdots, Q_{HL}(K)) \) is standard multivariate normal and hence that of a portmanteau statistic \( W_{HL}(K) := \sqrt{K} \sum_{k=1}^{K} Q_{HL}(k) \) is \( N(0, 1) \) under the null. Noting that negative values of \( Q_{HL}(K) \) occur only under the null if the sample size is sufficiently large\(^{23}\), they suggest using the upper-tailed

\(^{20}\)As discussed in the previous subsection, the LB statistics detected serial correlations in the squared residuals of the best model for \( \ln C_t \). The BDS statistics, however, keep a wider watch on various types of misspecification and may be less powerful than other specialized tests in finding specific forms of misspecification.

\(^{21}\)Chen and Kuan (2005) showed that, unlike in the case of the BDS statistic, the impact of parameter estimation on the CCK statistic is of the same stochastic order as the CCK statistic calculated from the true \( \{Z_t\} \) provided that the parameter estimator is \( \sqrt{T} \)-consistent. Hence, correcting the asymptotic variance is crucial here, and bootstrap \( \hat{\sigma}_k \) serves the purpose. A caveat is that it might turn out to be the case that using the ARFIMA-GARCH standardized residuals, the effect of the error in estimating \( \mu \) asymptotically dominates the other terms.

\(^{22}\)For the choice of the kernel function and the bandwidth parameter involved in nonparametric density estimation, we follow Hong and Li (2005). Their expression of \( Q_{HL}(K) \) has a typo, which is corrected in Egorov et al. (2006, Footnote 11).

\(^{23}\)For this reason, the portmanteau statistic is designed as a scaled sum rather than a scaled sum of squares that would yield a \( \chi^2 \) statistic.
critical values for individual $Q_{HL}(K)$’s and $W_{HL}(K)$. $Q_{HL}(1)$, $W_{HL}(5)$, $W_{HL}(10)$, $W_{HL}(22)$ are shown on Table 4. The overall pattern across the series and the models is similar to the case of the JB statistics for the standardized residuals, and as expected, the null of i.i.d. normality is very strongly rejected for $C_t$ and $\sqrt{C_t}$. However, the Hong-Li statistics values are much reduced for $\ln C_t$, and $Q_{HL}(1)$ only marginally rejects the null for $\ln C_t$ at the 5% level (Note that the upper-tailed 5% critical value is 1.645)$^{24}$.

Overall, the results of the above tests suggest that the addition of the GARCH(1,1) specification to the ARFIMA model goes a long way toward accounting for temporal dependence in the RV. In particular for $\ln C_t$, the Gaussian ARFIMA-GARCH(1,1) model appears to be a reasonably good approximation of the dynamic and distributional structures of the data generating process. However, the “separate inference” statistics, a set of nuisance-parameter-free statistics for detecting possible sources of misspecification, also proposed by Hong and Li (2005), do reveal some strong evidence of remaining higher-order dependence even for $\ln C_t$. For given $m$ and $l$, we first calculate cross-correlations of all orders $j \geq 1$ (up to a truncation point, which we set to be $j = 44$) in $\hat{U}_t^m$ and $\hat{U}_{t-j}^l$ and take a weighted average of the squares of them, which after normalization becomes the Hong-Li separate inference statistic $M(m,l)$, asymptotically distributed $N(0, 1)$ under the null of correct specification of the entire joint density of the series. Table 4 shows $M(m,l)$ for $(m,l) = (1,1), (2,2), (3,3), (4,4), (1,2)$, and $(2,1)$, meant to detect autocorrelations in level, volatility, skewness, kurtosis, ARCH-in-mean, and leverage in $U_t$ respectively. As expected, the GARCH specification substantially reduces the value of $M(2,2)$ in every case. But it is rather surprising, for example, to find the very high value of $M(4,4)$, 28.74, for the best model of $\ln C_t$ with nearly normal $\hat{Z}_t$.

5 Forecasting the RV and the variance of the RV

5.1 RV

For one-step prediction of the RV measures, we use

$$\hat{Y}_{t+1|t} := \hat{\mu} + \sum_{s=1}^{4} \hat{\pi}_s (Y_{t+1-s} - \hat{\mu})$$

where $\hat{\mu}$ is the CSS estimate of the unconditional mean and $\hat{\pi}_s$ are the coefficients in the AR($\infty$) expansion of the ARFIMA model, implied by the ARFIMA parameter estimates$^{25}$. We also evaluate the performance of the selected model for each of the RV series in forecasting the $k$-days-ahead RV,

$^{24}$ As discussed earlier, the JB statistic rejects the normality of $Z_t$ even for $\ln C_t$. However, recall that the JB statistic tests the normality under the maintained hypothesis of $\{Z_t\} \sim i.i.d.$, whereas the Hong-Li statistics in our context test the independence and standard normality jointly. If the i.i.d. assumption does not hold as indicated by the LB statistics for the squared standardized residuals, the JB statistic may overreject the null.

$^{25}$ While the Durbin-Levinson algorithm may be applied to calculate the best linear one-step predictor based on the finite past, the formula (16) is more in line with our CSS estimator.
For this, we use $\hat{Y}_{t+s|t}$ as our $k$-days-ahead forecast where

$$
\hat{Y}_{t+k|t} := \hat{\mu} + \sum_{s=1}^{k-1} \hat{\pi}_s (\hat{Y}_{t+s|t} - \hat{\mu}) + \sum_{s=0}^{t-1} \hat{\pi}_{k+s} (Y_{t-s} - \hat{\mu})
$$

For evaluating predictive accuracy, we mainly look at $R^2$ from the Mincer-Zarnowitz regression of the realization of the target variable on the prediction.

The results of the in-sample RV prediction exercise for horizons $k = 1, 5, 10,$ and $22$ days in which the model parameters are estimated once using the entire sample are summarized on the left half of Table 5. In conformance with the previously reported results for the RVs of the Nikkei 225 index and other financial time series, the RV is highly predictable. For example, $R^2$ is nearly 60% when the target is the one-step-ahead $\ln C_t$. Although $R^2$ tapers off as the horizon increases, predictability of the 22-days-ahead daily RV is still substantial (nearly 30% for $\ln C_t$). For $\sqrt{C_t}$ and $\ln C_t$, the estimates of the Mincer-Zarnowitz regression intercept and coefficient are close to zero and one respectively, and the Wald test statistics do not reject the null of forecast unbiasedness, i.e., the intercept being zero and the coefficient being one, for any of the investigated horizons. Excellent performance of the ARFIMA-GARCH model can be visually confirmed for each series by the time series plot of the ARFIMA-GARCH fit; See the left panels of Figure. The results of “out-of-sample” forecasting in which the first 1,500 daily observations of the sample are used for a one-shot estimation of the parameters of the ARFIMA-GARCH model and the remaining 1,302 observations are used for forecast evaluation are on the right half of Table 5. Again, the results indicate that the RV is highly predictable, and, for $\sqrt{C_t}$ and $\ln C_t$, there is little evidence of forecast bias.

### 5.2 Variance of the RV

We next evaluate the performance of the ARFIMA-GARCH model selected for each of the three series in predicting the volatility of the RV. For one-step-ahead forecasting, we use $\hat{\gamma}_{t+1}$ as the volatility-of-the-RV forecast and $\hat{\gamma}_{t+1}^2 = \left(Y_{t+1} - \hat{Y}_{t+1}\right)^2$ as the proxy for the target. Our ARFIMA-GARCH estimation results indicate that the variability of $\hat{\gamma}_{t+1}^2$ is much higher than that of $Var_t (Y_{t+1}) = E_t [\hat{\gamma}_{t+1}^2]$, which would lead to an apparently low $R^2$ value of the Mincer-Zarnowitz regression even if the time-variation in $E_t [\hat{\gamma}_{t+1}^2]$ could be well approximated by the ARFIMA-GARCH model. This parallels the resolution by Andersen and Bollerslev (1998) of a puzzle regarding the low $R^2$ phenomenon prevalent in earlier volatility prediction studies based on data sampled at daily or lower frequencies. The introduction of the RV measures in empirical finance has rendered financial volatility nearly observable, but here we are back in the unobservability realm. What makes the problem even more complicated in our context is that the RV is highly predictable unlike daily asset returns and that $Var (E_t [Y_{t+1}]) / Var (Y_{t+1})$ seems to be large and hence the effect of the deviation of $\hat{Y}_{t+1}$ from the true $E_t [Y_{t+1}]$ due to possible model misspecification, parameter estimation errors and other factors on the Mincer-Zarnowitz $R^2$ is potentially more serious for volatility-of-volatility prediction than for equity or currency return volatility prediction based on daily return observations. For forecasting the

---

26The model selection is based on the full sample because there is a concern that use of a poor RV forecasting model may cause spurious predictability of the volatility of the RV. Hence, our forecasting exercise is not truly out-of-sample.
multi-day volatility of the RV, we use \( k^{-1} \sum_{s=1}^{k} \hat{h}_{t+s|t} \), where \( \hat{h}_{t+s|t} \) is the \( s \)-periods-ahead single-day conditional variance of the RV implied by the ARFIMA-GARCH, as our forecast, and the daily squared errors averaged over the horizon,

\[
v_t(k) := k^{-1} \sum_{s=1}^{k} \left( Y_{t+s} - \hat{Y}_{t+s|t} \right)^2
\]

as a proxy for the target.

The left half of Table 6 summarizes the in-sample forecasting performance evaluation results for \( k = 1, 5, 10, \) and 22. As expected, \( R^2 \)'s are in fact low, but not negligible. Multi-day-ahead single-day volatility-of-the-RV predictability does seem to increase as we attempt to forecast further into the future (For brevity, details are not reported on the table). In spite of this, the \( R^2 \) values are higher for multi-day average forecasts than for a one-day ahead forecast. This is not surprising because our target proxy \( v_t(k) \), being squared forecast errors aggregated over forecast horizons of a week to several weeks, is a sort of realized volatility (of the RV), albeit on a coarser frequency. A noise reduction effect akin to that of the daily RV in daily volatility forecasting studies seem to start to kick in as the forecast horizon increases. For \( C_t, \sqrt{C_t} \), the \( R^2 \) values are 3.55% (\( k = 1 \)), 7.60% (5), 6.50% (10), 5.27% (22). Presumably, the effect of decreasing multiperiods-ahead single-day predictability begins to outweigh the noise reduction effect at around a weekly horizon. For \( \ln C_t \), the \( R^2 \) values are 3.31% (\( k = 1 \)), 7.29% (5), 9.30% (10), and 12.50% (22). Evidence for out-of-sample predictability appears to be much weaker, but the out-of-sample \( R^2 \) is still 9.09% for \( \ln C_t, k = 22 \) (the right half of Table 6).27

### 6 Concluding remarks

In this paper, we investigated the volatility of the daily Nikkei 225 futures realized volatility. Although much of the recent advances in volatility research has been due to the recognition that high-frequency intraday data make daily volatility essentially observable in the form of the realized volatility and related measures, we are back to the condition of unobservability when we move one order higher in terms of the moments from volatility to volatility of volatility. This makes evaluation of models such as the ARFIMA-GARCH for forecasting the volatility of the RV a difficult task. Nevertheless, the GARCH specification for the conditional variance of the RV added to the ARFIMA specification for the conditional mean of the RV seems to capture much of the persistent time variation in the conditional variance of the Nikkei 225 RV regardless of whether we use the raw, square-root- or log-transformed series. We may explore augmenting the ARFIMA model with higher-order GARCH or other GARCH-type or stochastic volatility specifications that have proven successful in improving the GARCH(1,1) fit in more traditional volatility (rather than the volatility-of-the-RV) prediction contexts. Although we focused on the trading-hour continuous sample path variation in this paper, modeling of the dynamics of the day-time jump component series and the overnight and lunch-break returns of the Nikkei 225

---

27For the unrestricted ARFIMA(2,d,2)-GARCH(1,1) model for \( \ln C_t \) rather than the BIC-selected ARFIMA(0,d,1)-GARCH(1,1), the out-of-sample \( R^2 \) is as high as 17.84% (the details are not shown on Table 6).
futures, for example, along the lines of the approach developed by Andersen et al. (2007b), is also important for completing the prediction of the daily RV. We leave such attempts for future research.

References


[27] Corsi, F., 1994, A simple long memory model of realized volatility, Unpublished manuscript, University of Southern Switzerland.


[32] Deo, R.S., Hurvich, C.M., 2003,


The table presents summary statistics for the Nikkei 225 daily returns, including mean, standard deviation, skewness, kurtosis, Jarque-Bera, Ljung-Box, and other relevant measures. The series are labeled as $R$, $R_g$, $R_{am}$, $R_{pm}$, $R_{ln}$, $R$, $J$, $C$, and $D$. The sample period is from March 11, 1996, through August 31, 2007 (2802 observations). The $\rho_1$ and S.E.(\rho_1) in parentheses are respectively the first-order sample autocorrelations and heteroskedasticity-robust standard errors (the usual Bartlett's standard errors are $\frac{T-1}{2}$). $\chi^2$ are used to test the null hypothesis of normality. The critical values for $\chi^2$ are 5.991 (k=2), 11.070 (5), 18.307 (10), 33.924 (22). The standard errors of the GPH and Robinson estimators for the long-memory parameter $d$ are 0.034 and 0.031 respectively.
The sample period is from March 11, 1996, through August 31, 2007 (2802 observations). For each of the three series, the parameter estimates for the best short-memory model (top), the best homoskedastic model and its GARCH version with the same ARFIMA order, the homoskedastic version of the best model, and the best model (bottom), selected by the BIC from the 64 restricted versions of the ARFIMA(2,d,2)-GARCH(1,1) model, are shown with the Hessian-based (on the first line beneath the parameter estimates) and the Bollerslev-Wooldridge (on the second line) standard errors in parentheses, the log likelihood (LL) and BIC values. The ARFIMA(2,d,1)-GARCH(1,1) model with the first-order AR coefficient restricted to be zero, for example, is denoted as (2,d,1)-G. For C^{1/2} and lnC, the best homoskedastic model and the best model have a common ARFIMA order, resulting in duplications on Table 2.

### Table 2: ARFIMA-GARCH estimation results

<table>
<thead>
<tr>
<th>Var.</th>
<th>Model</th>
<th>ARFIMA parameters</th>
<th>GARCH parameters</th>
<th>LL</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>μ</td>
<td>d</td>
<td>θ₁</td>
<td>θ₂</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best short-memory</td>
<td>(2,0,1)-G</td>
<td>0.7155</td>
<td>0.3404</td>
<td>0.6116</td>
<td>-0.4749</td>
</tr>
<tr>
<td>memory</td>
<td>(0,0932)</td>
<td>(0.0245)</td>
<td>(0.0267)</td>
<td>(0.0296)</td>
<td>(0.0023)</td>
</tr>
<tr>
<td>Best homoskedastic</td>
<td>(0,d,1)</td>
<td>0.7893</td>
<td>0.4941</td>
<td>-0.2216</td>
<td>0.0120</td>
</tr>
<tr>
<td>memory</td>
<td>(0.3326)</td>
<td>(0.0322)</td>
<td>(0.0394)</td>
<td>(0.0018)</td>
<td>(0.0184)</td>
</tr>
<tr>
<td>GARCH ver. of best homosked.</td>
<td>(2,d,1)-G</td>
<td>0.4635</td>
<td>0.5601</td>
<td>-0.2375</td>
<td>0.0120</td>
</tr>
<tr>
<td>Homoskedastic ver. of best overall model</td>
<td>(2,d,1)-G</td>
<td>0.7184</td>
<td>0.4990</td>
<td>-0.1635</td>
<td>0.0227</td>
</tr>
<tr>
<td>Best overall</td>
<td>(2,d,1)-G</td>
<td>0.5185</td>
<td>0.6251</td>
<td>-0.0966</td>
<td>0.0227</td>
</tr>
</tbody>
</table>

### Notes:

- The sample period is from March 11, 1996, through August 31, 2007 (2802 observations).
- For each of the three series, the parameter estimates for the best short-memory model, the best homoskedastic model and its GARCH version with the same ARFIMA order, the homoskedastic version of the best model, and the best model, selected by the BIC from the 64 restricted versions of the ARFIMA(2,d,2)-GARCH(1,1) model, are shown with the Hessian-based (on the first line beneath the parameter estimates) and the Bollerslev-Wooldridge (on the second line) standard errors in parentheses, the log likelihood (LL) and BIC values.
- The ARFIMA(2,d,1)-GARCH(1,1) model with the first-order AR coefficient restricted to be zero, for example, is denoted as (2,d,1)-G.
- For C^{1/2} and lnC, the best homoskedastic model and the best model have a common ARFIMA order, resulting in duplications on Table 2.
Table 3: Residual Diagnostic Statistics

<table>
<thead>
<tr>
<th>Var. of best</th>
<th>Model</th>
<th>Residuals $\epsilon_t$</th>
<th>Squared residuals $\epsilon_t^2$</th>
<th>Standardized residuals $Z_t$</th>
<th>Squared standardized residuals $Z_t^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>mean</td>
<td>std.</td>
<td>skew.</td>
<td>kurt.</td>
</tr>
<tr>
<td>Short-mem.</td>
<td>(2,0)</td>
<td>0.030</td>
<td>0.801</td>
<td>6.472</td>
<td>122.420</td>
</tr>
<tr>
<td>Homosked.</td>
<td>(0,d,1)</td>
<td>0.005</td>
<td>0.796</td>
<td>7.167</td>
<td>131.485</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,d,1)-G</td>
<td>0.007</td>
<td>0.798</td>
<td>6.740</td>
<td>127.021</td>
</tr>
<tr>
<td>Homosked. var. of best</td>
<td>(21,d,1)</td>
<td>0.003</td>
<td>0.795</td>
<td>7.098</td>
<td>130.267</td>
</tr>
<tr>
<td>Best overall</td>
<td>(21,d,1)-G</td>
<td>0.004</td>
<td>0.799</td>
<td>6.485</td>
<td>122.088</td>
</tr>
<tr>
<td>Short-mem.</td>
<td>(2,0,2)</td>
<td>0.009</td>
<td>0.269</td>
<td>1.726</td>
<td>14.521</td>
</tr>
<tr>
<td>Homosked.</td>
<td>(0,d,1)</td>
<td>0.001</td>
<td>0.269</td>
<td>1.712</td>
<td>14.590</td>
</tr>
<tr>
<td></td>
<td>(0,d,1)-G</td>
<td>0.004</td>
<td>0.269</td>
<td>1.730</td>
<td>14.660</td>
</tr>
<tr>
<td>Best overall</td>
<td>(21,d,1)</td>
<td>-0.001</td>
<td>0.524</td>
<td>0.196</td>
<td>3.897</td>
</tr>
<tr>
<td>Short-mem.</td>
<td>(2,0,1)</td>
<td>0.002</td>
<td>0.523</td>
<td>0.219</td>
<td>3.908</td>
</tr>
<tr>
<td>Homosked.</td>
<td>(0,d,1)</td>
<td>0.002</td>
<td>0.523</td>
<td>0.219</td>
<td>3.908</td>
</tr>
<tr>
<td></td>
<td>(0,d,1)-G</td>
<td>0.002</td>
<td>0.523</td>
<td>0.221</td>
<td>3.908</td>
</tr>
</tbody>
</table>

JB, $\rho_1$, and LB (k) stand respectively for the Jarque-Bera statistic for nonnormality, first-order sample autocorrelation, and the Ljung-Box statistic for no serial correlations of orders up to $k$ (LB for the squared residuals $\epsilon_t^2$ are also called the McLeod-Li statistics). For the residuals $\epsilon_t$, the heteroskedasticity-consistent standard errors for $\rho_1$ are given in parentheses (the usual Bartlett's standard error is $T^{-1/2} = 0.018$) and both the usual LB (upper lines) and the heteroskedasticity-adjusted LB (lower lines) are shown. The 5% critical values for $\chi^2(k)$ are 5.991 ($k=2$), 7.815 (3), 9.488 (4), 11.070 (5), 12.592 (6), 14.067 (7), 15.507 (8), 16.919 (9), 18.307 (10), 19.675 (11), 21.026 (12), 22.262 (13), 23.685 (14), 24.996 (15), 26.296 (16), 27.587 (17), 28.869 (18), 30.144 (19), 31.410 (20), 32.671 (21), 33.924 (22).
Table 4: Further specification tests

<table>
<thead>
<tr>
<th>Var.</th>
<th>Model</th>
<th>BDS Line 1: ( \ln Z_t^2 )</th>
<th>BDS Line 2: ( Z_t )</th>
<th>CKK ( \gamma = 0.5 )</th>
<th>CKK ( \gamma = 1.0 )</th>
<th>Hong-Li ( Q_{HL} ) (1)</th>
<th>Hong-Li ( W_{HL} ) (5)</th>
<th>Hong-Li ( W_{HL} ) (10)</th>
<th>Hong-Li ( W_{HL} ) (20)</th>
<th>(m,J) (1,2) (2,1)</th>
<th>(2,2) (2,3) (4,4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( \gamma = 0.5 )</td>
<td>( \gamma = 1.0 )</td>
<td>( \gamma = 0.5 )</td>
<td>( \gamma = 1.0 )</td>
<td>( \gamma = 0.5 )</td>
<td>( \gamma = 1.0 )</td>
<td>( \gamma = 0.5 )</td>
<td>( \gamma = 1.0 )</td>
<td>( \gamma = 0.5 )</td>
<td>( \gamma = 1.0 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( 4 \rightarrow 2 )</td>
<td>( 4 \rightarrow 3 )</td>
<td>( 4 \rightarrow 4 )</td>
<td>( 4 \rightarrow 5 )</td>
<td>( 4 \rightarrow 2 )</td>
<td>( 4 \rightarrow 3 )</td>
<td>( 4 \rightarrow 4 )</td>
<td>( 4 \rightarrow 5 )</td>
<td>( 4 \rightarrow 2 )</td>
<td>( 4 \rightarrow 3 )</td>
</tr>
<tr>
<td>Short-mem.</td>
<td>(2,0,1)-G</td>
<td>1.296</td>
<td>1.085</td>
<td>0.881</td>
<td>-1.896</td>
<td>4.547</td>
<td>5.571</td>
<td>1.925</td>
<td>2.155</td>
<td>3.095</td>
<td>4.787</td>
</tr>
<tr>
<td>C = GARCH</td>
<td>(0,d,1)-G</td>
<td>1.947</td>
<td>2.557</td>
<td>3.799</td>
<td>5.028</td>
<td>4.290</td>
<td>5.353</td>
<td>3.055</td>
<td>3.998</td>
<td>2.163</td>
<td>2.664</td>
</tr>
<tr>
<td>Best overall</td>
<td>(2,0,1)-G</td>
<td>1.079</td>
<td>1.352</td>
<td>1.333</td>
<td>-2.360</td>
<td>4.895</td>
<td>5.854</td>
<td>3.173</td>
<td>1.621</td>
<td>2.758</td>
<td>3.228</td>
</tr>
<tr>
<td>Short-mem.</td>
<td>(2,0,2,1)-G</td>
<td>0.550</td>
<td>0.259</td>
<td>0.026</td>
<td>-1.182</td>
<td>1.694</td>
<td>2.362</td>
<td>0.894</td>
<td>0.500</td>
<td>1.425</td>
<td>1.725</td>
</tr>
<tr>
<td>Homosked.</td>
<td>(0,d,1)-G</td>
<td>2.712</td>
<td>2.868</td>
<td>2.915</td>
<td>-1.253</td>
<td>2.498</td>
<td>2.800</td>
<td>1.340</td>
<td>1.038</td>
<td>2.215</td>
<td>2.206</td>
</tr>
<tr>
<td>Best overall</td>
<td>(2,0,1)-G</td>
<td>0.351</td>
<td>0.288</td>
<td>0.094</td>
<td>-0.889</td>
<td>2.097</td>
<td>2.663</td>
<td>0.828</td>
<td>0.354</td>
<td>1.102</td>
<td>1.423</td>
</tr>
<tr>
<td>In C</td>
<td></td>
<td>-0.249</td>
<td>-0.338</td>
<td>-0.515</td>
<td>-0.154</td>
<td>-1.229</td>
<td>-0.342</td>
<td>-2.522</td>
<td>-2.354</td>
<td>-0.341</td>
<td>-0.084</td>
</tr>
<tr>
<td>Short-mem.</td>
<td>(2,0,1)-G</td>
<td>0.248</td>
<td>0.342</td>
<td>0.382</td>
<td>-0.153</td>
<td>-1.531</td>
<td>-0.373</td>
<td>-2.347</td>
<td>-2.481</td>
<td>-0.202</td>
<td>-0.094</td>
</tr>
<tr>
<td>Homosked.</td>
<td>(0,d,1)-G</td>
<td>0.248</td>
<td>0.342</td>
<td>0.382</td>
<td>-0.153</td>
<td>-1.531</td>
<td>-0.373</td>
<td>-2.347</td>
<td>-2.481</td>
<td>-0.202</td>
<td>-0.094</td>
</tr>
<tr>
<td>Best overall</td>
<td>(2,0,1)-G</td>
<td>0.376</td>
<td>0.393</td>
<td>0.451</td>
<td>-0.184</td>
<td>-1.536</td>
<td>-0.754</td>
<td>-2.099</td>
<td>-2.407</td>
<td>-0.430</td>
<td>-0.215</td>
</tr>
</tbody>
</table>

Each test statistic is asymptotically distributed as \( N(0,1) \) under its respective null. The null is \( Z_t \sim i.i.d. \) for the BDS and CCK statistics and \( Z_t \sim i.i.d. N(0,1) \) for the Hong-Li statistics and Hong-Li separate inference statistics.
<table>
<thead>
<tr>
<th>Variable / Selected Model</th>
<th>Horizon : Day (s)</th>
<th>RMSE</th>
<th>Int.</th>
<th>Coef.</th>
<th>$R^2$</th>
<th>Wald</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mincer-Zarnowits Regression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Int. Coef. $ \chi^2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$C$</td>
<td>1</td>
<td>0.7986</td>
<td>0.1063</td>
<td>0.9014</td>
<td>0.3933</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0433)</td>
<td>(0.0484)</td>
<td>(0.029)</td>
<td>(0.0356)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>0.9006</td>
<td>0.2224</td>
<td>0.7930</td>
<td>0.2397</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0534)</td>
<td>(0.0565)</td>
<td>(0.000)</td>
<td>(0.0503)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.9450</td>
<td>0.2934</td>
<td>0.7273</td>
<td>0.1701</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0523)</td>
<td>(0.0534)</td>
<td>(0.000)</td>
<td>(0.0700)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>22</td>
<td>1.0052</td>
<td>0.4571</td>
<td>0.5727</td>
<td>0.0835</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0816)</td>
<td>(0.0715)</td>
<td>(0.000)</td>
<td>(0.0951)</td>
</tr>
<tr>
<td></td>
<td>$C^{1/2}$</td>
<td>1</td>
<td>0.2689</td>
<td>0.0086</td>
<td>0.9951</td>
<td>0.5269</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0198)</td>
<td>(0.0230)</td>
<td>(0.594)</td>
<td>(0.0240)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>0.3090</td>
<td>0.0271</td>
<td>0.9800</td>
<td>0.3764</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0319)</td>
<td>(0.0364)</td>
<td>(0.369)</td>
<td>(0.0397)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.3294</td>
<td>0.0592</td>
<td>0.9490</td>
<td>0.2932</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0437)</td>
<td>(0.0489)</td>
<td>(0.223)</td>
<td>(0.0584)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>22</td>
<td>0.3548</td>
<td>0.1491</td>
<td>0.8573</td>
<td>0.1866</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0723)</td>
<td>(0.0750)</td>
<td>(0.106)</td>
<td>(0.0859)</td>
</tr>
<tr>
<td></td>
<td>ln$C$</td>
<td>1</td>
<td>0.5226</td>
<td>0.0015</td>
<td>0.9979</td>
<td>0.5843</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0106)</td>
<td>(0.0163)</td>
<td>(0.969)</td>
<td>(0.0162)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>0.5996</td>
<td>0.0070</td>
<td>1.0080</td>
<td>0.4534</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0175)</td>
<td>(0.0311)</td>
<td>(0.918)</td>
<td>(0.0247)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.6386</td>
<td>0.0072</td>
<td>1.0031</td>
<td>0.3808</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0240)</td>
<td>(0.0462)</td>
<td>(0.954)</td>
<td>(0.0324)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>22</td>
<td>0.6885</td>
<td>-0.0011</td>
<td>0.9656</td>
<td>0.2813</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0319)</td>
<td>(0.0750)</td>
<td>(0.894)</td>
<td>(0.0459)</td>
</tr>
</tbody>
</table>

The target variable is $C$, $C^{1/2}$, or ln$C$ (one-day-ahead, or multi-days-ahead single-day). The Newey-West standard errors (allowing for serial correlations of orders up to 5, 10, 20, and 44 respectively for horizons 1, 5, 10, and 22 days) for the OLS estimates of the regression intercept and the coefficient are given in parentheses. The Wald test statistic with $p$-value in parentheses is for testing the joint hypothesis of the intercept being zero and the coefficient being one (distributed as $\chi^2(2)$ under the null).
Table 6: Variance-of-RV forecast performance evaluation

<table>
<thead>
<tr>
<th>Variable / Selected Model</th>
<th>Horizon: Day(s)</th>
<th>RMSE</th>
<th>In-sample</th>
<th></th>
<th></th>
<th>Out-of-sample</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mincer-Zarnowits Regression</td>
<td></td>
<td></td>
<td>Mincer-Zarnowits Regression</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Int. Coef.</td>
<td>$R^2$</td>
<td>Wald</td>
<td>Int. Coef.</td>
<td>$R^2$</td>
</tr>
<tr>
<td>$C_{(2,d,1)}$-G</td>
<td>1</td>
<td>7.3971</td>
<td>0.4192</td>
<td>0.2631</td>
<td>0.0159</td>
<td>156.044</td>
<td>0.0398</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.1091)</td>
<td>(0.0676)</td>
<td>(0.0000)</td>
<td>(0.0712)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4.3643</td>
<td>0.5073</td>
<td>0.2544</td>
<td>0.0547</td>
<td>277.402</td>
<td>0.1653</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0976)</td>
<td>(0.0488)</td>
<td>(0.0000)</td>
<td>(0.0823)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4.0076</td>
<td>0.6141</td>
<td>0.2062</td>
<td>0.0517</td>
<td>590.623</td>
<td>0.1879</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.1195)</td>
<td>(0.0329)</td>
<td>(0.0000)</td>
<td>(0.0600)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>3.6497</td>
<td>0.7351</td>
<td>0.1543</td>
<td>0.0503</td>
<td>856.786</td>
<td>0.1660</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.1407)</td>
<td>(0.0277)</td>
<td>(0.0000)</td>
<td>(0.0494)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>$C_{(0,d,1)}$-G</td>
<td>1</td>
<td>0.2641</td>
<td>0.0197</td>
<td>0.7190</td>
<td>0.0355</td>
<td>4.728</td>
<td>0.0195</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0093)</td>
<td>(0.1630)</td>
<td>(0.094)</td>
<td>(0.1211)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.1706</td>
<td>0.0306</td>
<td>0.7422</td>
<td>0.0760</td>
<td>17.726</td>
<td>0.0226</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0081)</td>
<td>(0.1272)</td>
<td>(0.0000)</td>
<td>(0.1597)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.1634</td>
<td>0.0425</td>
<td>0.7081</td>
<td>0.0650</td>
<td>20.623</td>
<td>0.0289</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0096)</td>
<td>(0.1148)</td>
<td>(0.0000)</td>
<td>(0.1527)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>0.1498</td>
<td>0.0561</td>
<td>0.6952</td>
<td>0.0527</td>
<td>18.422</td>
<td>0.0095</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0149)</td>
<td>(0.1611)</td>
<td>(0.0000)</td>
<td>(0.1841)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>$\ln C_{(0,d,1)}$-G</td>
<td>1</td>
<td>0.4585</td>
<td>0.0176</td>
<td>0.9062</td>
<td>0.0331</td>
<td>1.083</td>
<td>0.0831</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0305)</td>
<td>(0.1204)</td>
<td>(0.582)</td>
<td>(0.2077)</td>
<td>(0.101)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.3142</td>
<td>0.0584</td>
<td>0.9345</td>
<td>0.0729</td>
<td>21.464</td>
<td>0.0618</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0315)</td>
<td>(0.1198)</td>
<td>(0.0000)</td>
<td>(0.2149)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.2987</td>
<td>0.0761</td>
<td>0.9912</td>
<td>0.0930</td>
<td>43.871</td>
<td>0.0368</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0369)</td>
<td>(0.1354)</td>
<td>(0.0000)</td>
<td>(0.2372)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>0.3006</td>
<td>0.0897</td>
<td>1.1124</td>
<td>0.1250</td>
<td>69.770</td>
<td>0.0170</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0468)</td>
<td>(0.1730)</td>
<td>(0.0000)</td>
<td>(0.2983)</td>
<td>(0.0000)</td>
</tr>
</tbody>
</table>

The proxy for the target is the squared prediction errors (one-day-ahead or multi-day average) from the selected model for each of the six series. The Newey-West standard errors (allowing for serial correlations of orders up to 5, 10, 20, and 44 respectively for horizons 1, 5, 10, and 22 days) for the OLS estimates of the regression intercept and the coefficient are given in parentheses. The Wald test statistic with $p$-value in parentheses is for testing the joint hypothesis of the intercept being zero and the coefficient being one (distributed as $\chi^2(2)$ under the null).
One-day-ahead prediction of $C$

One-day-ahead prediction of the variance of $C$

Prediction of the 22-day average variance of $C$

One-day-ahead prediction of $C^{1/2}$
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Prediction of the 22-day average variance of $C^{1/2}$

One-day-ahead prediction of $\ln C$

One-day-ahead prediction of the variance of $\ln C$

Prediction of the 22-day average variance of $\ln C$

Figure: The left panels plot the daily continuous sample path variation time series and its square-root and log transformations of the Nikkei 225 index (dotted lines) along with the corresponding in-sample one-day-ahead ARFIMA-GARCH forecasts (solid lines). The center panels plot the squared residuals (dotted lines) along with the corresponding in-sample one-day-ahead conditional variance estimate (solid lines) from the ARFIMA-GARCH model. The right panels plot squared residuals (dotted lines) and 22-day-average conditional variance estimates (solid lines) from the ARFIMA-GARCH model.