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Abstract

In this work, we develop an equilibrium model for price formation of securities in a market
composed of two populations of different types: the first one consists of cooperative agents, while
the other one consists of non-cooperative agents. The trading of every cooperative member is
assumed to be coordinated by a central planner. In the large population limit, the problem for
the central planner is shown to be a conditional extended mean-field control. In addition to the
convexity assumptions, if the relative size of the cooperative population is small enough, then we
are able to show the existence of a unique equilibrium for both the finite-agent and the mean-field
models. The strong convergence to the mean-field model is also proved under the same conditions.

Keywords : market clearing, mean-field games, extended mean-field control, controlled-FBSDEs

1 Introduction

In this paper, we study the problem of equilibrium price formation by considering, as an example, a
simple model of a securities market. The prices of securities have always been the center of interest
of many people for centuries. They inspire people to consider their properties not only for speculative
reasons but also for true academic interests, such as how they are determined, how they behave in a
given environment, how they are influenced by preferences and the level of risk-averseness of investors,
and so on. In fact, since the appearance of modern securities markets, the huge amount of price data
they provide has induced the significant developments of related academic areas, such as financial
mathematics, financial economics, statistical inference etc. However, despite its importance, we are
still quite far from the complete understanding of a price process even when we restrict our attention to
a standard liquid stock. The main reason behind this difficulty is that any price process is inevitably
affected by complicated interactions among a large number of market participants, which includes
various financial firms, individual investors, governments and even supernational institutions.

The recent progress in the mean field game (MFG) theory has started to shed new light on the
long-standing problem of multi-agent games. The MFG theory was pioneered by the seminal works of
Lasry & Lions [42, 43, 44] and Huang et al. [37, 38, 39], which characterizes a Nash equilibrium by a
coupled system of Hamilton-Jacobi-Bellman and Kolmogorov equations. A probabilistic approach to
the MFG theory based on forward backward stochastic differential equations (FBSDEs) of McKean-
Vlasov type was established by Carmona & Delarue [11, 12]. The two volumes of [13, 14] by the same
authors provide the readers a detailed account of the topic. The method using the concept of relaxed
controls (see, for example, [40, 41]), which can significantly weaken the regularity assumptions, has
also been intensively studied. For interested readers, there are an excellent lecture note [10] and many
monographs such as [9, 32, 33] on various topics regarding the MFG theory.
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Along side of its theoretical developments, MFGs have successfully found vast applications in var-
ious areas. In particular, energy and financial markets have been popular targets for applications. As
is well known, any price in these free competitive markets is determined so that it balances the supply
and demand of the asset. Unfortunately, this market clearing condition does not fit well to the concept
of Nash equilibrium. In fact, if we shift a control of one agent away from her equilibrium strategy while
keeping the others unchanged, then the market clearing condition would be broken down. Since the
MFG theory has been developed primarily for the analysis of Nash equilibrium, a standard approach
in the literature assumes a specific structure of the price process without imposing the market clearing
condition. A popular way is to hypothesize that the price process is decomposed into two parts; one
is a so-called fundamental price whose dynamics is exogenously given and the other is a price-impact
term whose size is affected by actions of agents in a specific manner. Another way is to suppose that
a price is given by a certain function of total demand or supply of the asset. One can find many inter-
esting examples on optimal executions [25, 26, 20], games in a smart grid [5, 16], price formation in an
electricity market [22, 23], entry and exit games [3], trading with different beliefs [15], and trading of
exhaustible commodities [36], just name a few. There are also macroeconomic applications of MFGs,
for examples, on growth, inequality and unemployment, and so on [2, 4, 8, 30].

In the above examples, the structure of a price process is assumed exogenously and the emphasis
of research is not on the price process itself. In this paper, on the other hand, our primary interest is
in the construction of a price process endogenously from the market clearing condition. There has also
been recent progress in the field of MFGs regarding this direction of research. Gomes & Saúde [34]
present a deterministic model of electricity price formation. Different mathematical approaches and
numerical calculation techniques on the same model are developed by Ashrafyan et al. [6, 7]. Its
generalization with a random supply function is provided by Gomes et al. [31]. Evangelista et al. [21]
use the actual high-frequency data to give a promising numerical results for the listed stocks in several
exchanges. Shrivats et al. [52] solve the price formation problem of solar renewable energy certificate
(SREC), and Firoozi et al. [24] deal with a principal-agent problem in the associated emission market.
Fujii & Takahashi [27] solve a stochastic mean-field price model of securities and prove that the market
is cleared in the large population limit. In [28], the same authors provide the FBSDE characterization
of the market clearing price in the finite-agent market, and then prove its strong convergence to the
mean-field model of [27]. Its extension to the presence of a major agent is studied in [29].

In this paper, we build upon the previous works [27, 28, 29] and develop a new model of a securities
market composed of two populations of different types: the first one consists of cooperative agents,
while the other one consists of non-cooperative agents. Every agent is supposed to be a registered
financial firm and tries to minimize her cost functional by the continuous trading at the common
exchange. What is new in this paper is the existence of the cooperative population, which can be a
large number of subsidiaries of a giant financial group or a temporary alliance of many financial firms
for a certain purpose. The trading of every cooperative member is assumed to be coordinated by a
central planner. We show that, in the mean field limit, this cooperation makes the problem of the
central planner an extended mean-field control [1] with common noise, where the law of the controls of
the cooperative agents enters her cost functional. Here, let us refer to some works on extended mean-
field control problems: Graber [35] studies a linear-quadratic model for production of a exhaustible
resource. Acciaio et al. [1] present the necessary and sufficient conditions of Pontryagin’s maximum
principle. Motte & Pham [45] investigate a mean-field Markov decision problem. Djete et al. [17, 18]
and Djete [19] provide a dynamic programing principle as well as the limit theory by making use of
the relaxed control technique and its generalization.

To the author’s knowledge, this is the first work studying the equilibrium price formation in the
co-presence of cooperative and non-cooperative agents. Using a general convex cost function for
the cooperative agents, we show that there exists a unique market clearing equilibrium for a given
duration if the relative size of the cooperative population is small enough. After solving the problem
in the finite-agent market, we construct the corresponding MFG model and finally prove the strong
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convergence when the large population limit is taken. We want to emphasize that, although we have
chosen a model of a securities market, the developed methods (with appropriate modifications) will
also be useful to describe other markets with cooperative producers and/or buyers, such as, a crude oil
market with a cooperative association of exporters i.e. OPEC. In addition to the financial economics
perspective, the current work also contributes to the MFG theory in general. Firstly, in addition to
the sufficiency, we show the existence of a unique optimal solution to an extended mean-field control
problem. The existence result using the adjoint equations for this type of problem is new except those
obtained in the linear-quadratic settings [1, 35]. Next, although the general convergence results for
extended mean-field control problems are already studied by [18, 19], our proof is directly built upon
the result for the standard (not extended) mean-field control problem by Carmona & Delarue [12] and
the monotonicity technique used in [28]. In return for strong convexity assumptions, the proof is more
straightforward.

The organization of the paper is as follows. After explaining some notations in Section 2, we solve
the finite-agent market model in Section 3. The corresponding mean-field model is built and solved
in Section 4. Finally, in Section 5, we prove the strong convergence to the mean-field limit. Section 6
concludes the paper.

2 Notations

We first introduce (1 +N1 +N2) complete probability spaces.

• (Ω0,F0,P0) is a complete probability space with a complete and right-continuous filtration F0 := (F0
t )t≥0

generated by d0-dimensional standard Brownian motion W 0 := (W 0
t )t≥0.

• For each 1 ≤ i ≤ N1, (Ω
1,i
,F1,i

,P1,i
) is a complete probability space with a complete and right-continuous

filtration F1,i
:= (F1,i

t )t≥0 generated by d1-dimensional standard Brownian motion W i := (W i
t )t≥0 and a

σ-algebra σ(ξi) belonging to F1,i

0 , generated by a square integrable Rn-valued random variable ξi. The
distribution of ξi is the same for every i.

• For each 1 ≤ j ≤ N2, (Ω
2,j
,F2,j

,P2,j
) is a complete probability space with a complete and right-

continuous filtration F2,j
:= (F2,j

t )t≥0 generated by d2-dimensional standard Brownian motion Bj :=

(Bj
t )t≥0 and a σ-algebra σ(ηj) belonging to F2,j

0 , generated by a square integrable Rn-valued random
variable ηj . The distribution of ηj is the same for every j.

We then introduce probability spaces defined by the Cartesian products of those defined above.

• (Ω,F ,P) is a probability space defined by the product Ω := Ω
1,1 × . . .× Ω

1,N1 × Ω
2,1 × . . .× Ω

2,N2
with

(F ,P) the completion of (⊗N1
i=1F

1,i ⊗N2
j=1 F

2,j
, ⊗N1

i=1 P
1,i ⊗N2

j=1 P
2,j

). F := (F t)t≥0 denotes the complete

and right-continuous augmentation of (⊗N1
i=1F

1,i

t ⊗N2
j=1 F

2,j

t )t≥0.

• (Ω,F ,P) is a probability space defined by the product Ω := Ω0 × Ω with (F ,P) the completion of
(F0⊗F , P0⊗P). F := (Ft)t≥0 denotes the complete and right-continuous augmentation of (F0

t ⊗F t)t≥0.
The expectation with respect to P is denoted by E[·], and a generic element of Ω is denoted by ω = (ω0, ω)
with ω0 ∈ Ω0 and ω ∈ Ω.

For notational simplicity, we do not distinguish a random variable X defined on a marginal probability
space, such as (Ω,F ,P), with its natural extension to (Ω,F ,P). Without loss of generality, we may
always suppose that the probability spaces are the completions of those countably generated by working
on the Borel sets of appropriate Polish spaces.

Throughout the work, T (> 0) is a given time horizon, the symbol L denotes a given positive
constant, and the symbol C a general positive constant which may change line by line. For any
measurable space (Ω,G) with filtration G := (Gt)t≥0, we use the following notations for frequently
encountered spaces:
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• Sn
+ denotes the space of n× n strictly positive definite symmetric matrices.

• L2(G;Rd) denotes the set of Rd-valued G-measurable random variables X satisfying

‖X‖L2 := E[|X|2] 12 <∞.

• S2(G;Rd) is the set of Rd-valued G-adapted continuous processes X satisfying

‖X‖S2 := E
[
sup

t∈[0,T ]

|Xt|2
] 1

2 <∞.

• H2(G;Rd) is the set of Rd-valued G-progressively measurable processes Z satisfying

‖Z‖H2 := E
[(∫ T

0

|Zt|2dt
)] 1

2

<∞.

• L(X) denotes the law of a random variable X.

• P(Rd) is the set of probability measures on (Rd,B(Rd)).

• Pp(Rd) with p ≥ 1 is the subset of P(Rd) with finite pth moment, i.e. the set of µ ∈ P(Rd) satisfying

Mp(µ) :=
(∫

Rd

|x|pµ(dx)
) 1

p

<∞.

We always assign Pp(Rd) the p-Wasserstein distanceWp, which makes Pp(Rd) a Polish space. It is defined
by, for any µ, ν ∈ Pp(Rd),

Wp(µ, ν) := inf
π∈Πp(µ,ν)

[(∫
Rd×Rd

|x− y|pπ(dx, dy)
) 1

p
]
,

whre Πp(µ, ν) ⊂ Pp(Rd × Rd) denotes the set of probability measures with marginals µ and ν.

• For k = 1, 2, the empirical mean of Nk variables (xi)Nk
i=1 is denoted by mk(x) :=

1
Nk

∑Nk

i=1 x
i.

We often omit the arguments such as (G,Rd) when they are clear from the context.

3 Price formation in a finite-agent market

In this section, we consider the price formation problem in a finite-agent market composed of two
populations: the first one consists of N1 cooperative agents, and the second one consists of N2 non-
cooperative agents. We often use i (respectively, j) to index an agent in the first (respectively, second)
population. Each agent represents a registered financial firm trading at a common securities exchange.
She is supposed to have many individual clients who cannot directly access to the exchange, and she
provides financial services by using her own inventory to answer the sale and purchase requests from
those clients. This is the so-called over-the-counter (OTC) market. Therefore, every agent faces the
stochastic order flows from her OTC clients in addition to idiosyncratic as well as common market
shocks. Under such an environment, every agent carries out the optimal continuous trading at the
exchange to minimize her cost functional. For the members of the first population, we assume that
every trading is coordinated by a central planner.

We suppose that there are n tradable securities in the market, whose prices are denoted by (ϖk
t )
n
k=1.

The goal of the paper is to determine the price process ϖ := (ϖt)t∈[0,T ] endogenously so that it clears
the market, i.e. matches the supply and demand of securities at the exchange. Unless otherwise stated,
we will work on the filtered probability space (Ω,F ,F,P) defined in the last section. By construction,
(ξi)N1

i=1 and also (ηj)N2
j=1 are independently and identically distributed (i.i.d.). Let us introduce the

following processes to describe the various types of information:
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• c0 := (c0t )t∈[0,T ] belongs to H2(F0;Rm) with supt∈[0,T ] E[|c0t |2] < ∞, which is used to represent common
market information including the cash flows from the securities.

• For 1 ≤ i ≤ N1, c
i := (cit)t∈[0,T ] belongs to H2(F1,i

;Rm) with supt∈[0,T ] E[|cit|2] < ∞. They are used to

represent idiosyncratic noises for the first population, and (ci)N1
i=1 are i.i.d.

• For 1 ≤ j ≤ N2, c
j := (cjt )t∈[0,T ] belongs to H2(F2,j

;Rm) with supt∈[0,T ] E[|c
j
t |2] < ∞. They are used to

represent idiosyncratic noises for the second population, and (cj)N2
j=1 are i.i.d.

Here, the dimension m ∈ N is commonly chosen just for notational simplicity.

3.1 Problem for the non-cooperative agents

3.1.1 Problem description

We first study the problem for the non-cooperative agents in the second population. Here, we basically
follow the technique developed in [27, 28]. Let us introduce three F0-progressively measurable bounded
processes, b := (bt)t∈[0,T ], ρ2 := (ρ2(t))t∈[0,T ] and Λ = (Λt)t∈[0,T ], where bt and ρ2(t) are non-negative,
and Λt is Sn+-valued. We introduce the following measurable functions; l2 : [0, T ] × (Rm)2 → Rn,
(σ02, σ2) : [0, T ] × (Rm)2 → (Rn×d0 ,Rn×d2), f2 : [0, T ] × Rn × (Rm)2 → R and g2 : Rn × (Rm)2 → R.
For each t ∈ [0, T ], x,ϖ, α ∈ Rn, c0, c ∈ Rm, we also set

f2(t, x,ϖ, α, c
0, c) := 〈α,ϖ〉+ 1

2
〈α,Λtα〉 − bt〈x,ϖ〉+ f2(t, x, c

0, c).

Here, 〈·, ·〉 denotes an inner product of n-dimensional vectors. For given stochastic processes (c0t , (c
j
t )
N2
j=1,

bt,Λt)t∈[0,T ], we use the following abbreviations to simplify the notations: for 1 ≤ j ≤ N2 and
(t, x,ϖ, α) ∈ [0, T ]× (Rn)3,

lj2(t) := l2(t, c
0
t , c

j
t ), (σj,0

2 (t), σj
2(t)) := (σ0

2 , σ2)(t, c
0
t , c

j
t ),

f
j

2(t, x) := f2(t, x, c
0
t , c

j
t ), gj2(x) := g2(x, c

0
T , c

j
T ),

f j2 (t, x,ϖ, α) := 〈α,ϖ〉+ 1

2
〈α,Λtα〉 − bt〈x,ϖ〉+ f

j

2(t, x).

(3.1)

Before providing various conditions on these functions, let us describe the financial problem for
each non-cooperative agent indexed by j = 1, . . . , N2. The following concept is important.

Definition 3.1 (price taker). An agent is called a price taker if she behaves under the assumption
that there is no price impact from her trading. In other words, she always accepts the market price as
it is without trying to control it.

The following assumption is used throughout this work.

Assumption 3.1. Every non-cooperative agent is a price taker.

This is a natural assumption if the size of population N2 is large enough so that the market share
of every individual agent is negligibly small. Under Assumption 3.1, every non-cooperative agent
considers the price process ϖ ∈ H2(F;Rn) of the n securities as an exogenously given input. We
suppose that the problem for each non-cooperative agent 1 ≤ j ≤ N2 is to minimize the cost functional

inf
αj∈A2

J j(αj) (3.2)

under the dynamic constraint

dxjt = (αj
t + ρ2(t)ϖt + lj2(t))dt+ σj,0

2 (t)dW 0
t + σj

2(t)dB
j
t , xj0 = ηj .
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Here, the cost functional is defined by

Jj(αj) := E
[∫ T

0

f j2 (t, x
j
t , ϖt, α

j
t )dt+ gj2(x

j
T )

]
,

and A2 := H2(F;Rn) is the space of admissible controls.
Let us provide an economic interpretation of each term; xj = (xjt )t∈[0,T ] is an Rn-valued process

giving the time evolution of the position size of the n securities for the jth agent, and ηj denotes
its initial value. Any negative component of (xjt ) ∈ Rn represents a short position at time t. αj =
(αjt )t∈[0,T ] ∈ A2 is a control of the jth agent denoting her trading rate of the securities. Here, each

component of αjtdt (∈ Rn) gives the amount of the corresponding security bought (or sold if negative)
at the exchange within a time interval [t, t + dt]. In addition to the direct trading via the exchange,
the level of her inventory is affected by the stochastic order flows from her OTC clients, which are
described by (ρ2(t)ϖt+ l

j
2(t))dt and (σj,02 (t)dW 0

t , σ
j
2(t)dB

j
t ). In particular, the term ρ2(t)ϖt represents

a reaction of her clients to the price level. f j2 and gj2 denote the running and terminal cost functions,

respectively; 〈α,ϖ〉 in f j2 represents the direct trading cost of the securities of price ϖ with trading
rate α; 1

2〈α,Λtα〉 an internal trading cost or a trading fee to be paid to the exchange; −bt〈x,ϖ〉 the
reduction of the cost based on the mark-to-market value of the inventory with a stochastic discount

factor bt; f
j
2 the other contributions to the running cost depending on the inventory level, informations

and cash flows (c0, cj). The terminal cost function gj2 represents the penalty on the open position at
the closing time T .

Remark 3.1. From the problem setup and (3.1), we see that all the heterogeneities among the non-
cooperative agents come from i.i.d. inputs only; idiosyncratic informations (cj)N2

j=1, initial conditions

(ηj)N2
j=1, and the Brownian motions (Bj)N2

j=1.

3.1.2 Solving the individual problem for j = 1, . . . , N2

In order to solve the above problem, let us introduce the following conditions.

Assumption 3.2. (i) Λ = (Λt)t∈[0,T ] is an F0-progressively measurable Sn+-valued process such that

both Λt and Λt (:= Λ−1
t ) are bounded by L for every t ∈ [0, T ].

(ii) For every (t, c0, c) ∈ [0, T ]× (Rm)2, |l2(t, c0, c)|+ |σ02(t, c0, c)|+ |σ2(t, c0, c)| ≤ L(1 + |c0|+ |c|).
(iii) For every (t, x, c0, c) ∈ [0, T ]×Rn× (Rm)2, |f2(t, x, c0, c)|+ |g2(x, c0, c)| ≤ L(1+ |x|2+ |c0|2+ |c|2).
(iv) For every (t, c0, c) ∈ [0, T ]× (Rm)2, f2 and g2 are once continuously differentiable in x, and their
derivatives have the affine form in x:

∂xf2(t, x, c
0, c) = cf (t, c

0, c)x+ hf (t, c
0, c), ∂xg2(x, c

0, c) = cg(c
0, c)x+ hg(c

0, c).

Here, (cf , hf ) : [0, T ]× (Rm)2 → (Sn+, Rn) and (cg, hg) : (Rm)2 → (Sn+, Rn) are measurable functions

that satisfy, with some positive constants γf2 , γ
g
2 > 0,

|hf (t, c0, c)|+ |hg(c0, c)| ≤ L(1 + |c0|+ |c|), |cf (t, c0, c)|+ |cg(c0, c)| ≤ L,

〈θ, cf (t, c0, c)θ〉 ≥ γf2 |θ|2, 〈θ, cg(c0, c)θ〉 ≥ γg2 |θ|2, ∀θ ∈ Rn.

(v) b := (bt)t∈[0,T ] and ρ2 := (ρ2(t))t∈[0,T ] are F0-progressively measurable bounded processes satisfying

0 ≤ bt ≤ L,
b2t

2γf2
≤ ρ2(t) ≤ L, ∀t ∈ [0, T ].

Remark 3.2. The benefit (i.e. negative cost) due to the continuous payoff (respectively, lump-sum
payoff at T ) from the securities can be included in hf (respectively, hg). The affine structures in (iv)
will be used in later sections to guarantee the convexity of Hamiltonian for the “cooperative” agents.
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With the adjoint variable y ∈ Rn, the Hamiltonian for (3.2) of the jth agent is given by

Hj
2(t, x, y,ϖ, α) := 〈y, α+ ρ2(t)ϖ + lj2(t)〉+ 〈α,ϖ〉+ 1

2
〈α,Λtα〉 − bt〈x,ϖ〉+ f

j

2(t, x).

For each ω ∈ Ω, this gives a map from [0, T ] × (Rn)4 to R. Under Assumption 3.2, for a given
adjoint variable y, Hj

2 is jointly and strictly convex in (x, α). Its unique minimizer α̂ is given by
α̂ = −Λt(y + ϖ). Hence, for a given ϖ ∈ H2(F;Rn), the system of the state and adjoint equations
from the maximum principle is given by

dxjt = (−Λt(y
j
t +ϖt) + ρ2(t)ϖt + lj2(t))dt+ σj,0

2 (t)dW 0
t + σj

2(t)dB
j
t ,

dyjt = −(∂xf
j

2(t, x
j
t )− btϖt)dt+ zj,0t dW 0

t +

N1∑
k=1

zj,kt dW k
t +

N2∑
k=1

zj,kt dBk
t

(3.3)

with xj0 = ηj and yjT = ∂xg
j
2(x

j
T ), for each agent 1 ≤ j ≤ N2.

Theorem 3.1. Let ϖ ∈ H2(F;Rn) be given. Under Assumption 3.2, for each j = 1, . . . , N2, there
exists a unique square integrable solution with (xj , yj) ∈ S2(F;Rn) × S2(F;Rn) to the FBSDE (3.3).
Moreover, the problem (3.2) has a unique optimal solution α̂j := (α̂jt )t∈[0,T ] given by α̂jt = −Λt(y

j
t+ϖt).

Proof. This is a simple adaptation of [28, Theorem 3.1]. By the convexity and the differentiability of
the Hamiltonian, it is standard to check the sufficiency of the Pontryagin’s maximum principle. The
uniqueness of the optimal solution follows from the strict convexity of Hj

2 in α. Thus it only remains
to prove the existence of the unique solution to the FBSDE (3.3). For each (t, ω) ∈ [0, T ]× Ω, let us
define the maps from state variables u := (xj , yj) ∈ Rn × Rn to Rn by

Bxj (t, u) := −Λt(y
j +ϖt) + ρ2(t)ϖt + lj2(t),

Fyj (t, u) := −∂xf
j

2(t, x
j) + btϖt, Gyj (u) := ∂xg

j
2(x

j).

Under Assumption 3.2, they are uniformly Lipschitz continuous in u, and (Bxj (t, u), Fyj (t, u), Gyj (u))
satisfy the square integrability for a given u. Hence it suffices to check the Peng-Wu’s monotonicity [47,
(H2.3)]. For two inputs (u, ú), let us set ∆xj := xj−x́j ,∆yj := yj−ýj , ∆Bxj (t) := Bxj (t, u)−Bxj (t, ú),
∆Fyj (t) := Fyj (t, u) − Fyj (t, ú) and ∆Gyj := Gyj (u) − Gyj (ú). Then, from condition (iv), it is

straightforward to see 〈∆Bxj (t),∆yj〉 + 〈∆Fyj (t),∆xj〉 ≤ −γf2 |∆xj |2 and 〈∆Gyj ,∆xj〉 ≥ γg2 |∆xj |2.
Thus the existence of a unique solution to (3.3) follows from [47, Theorem 2.6] with µ1 = γg2 , β1 = γf2
with the identity matrix G = In×n.

3.1.3 Market clearing equilibrium with given order flows from the first population

Let us denote by βi := (βit)t∈[0,T ] the trading rate of each agent i = 1, . . . , N1 in the first population
at the securities exchange.

Definition 3.2. We say that the market clearing condition is satisfied if the next equality holds:

N2∑
j=1

αj
t +

N1∑
i=1

βi
t = 0, dt⊗ dP-a.e.

Definition 3.3. With given order flows (βi ∈ H2(F;Rn), i = 1, . . . , N1) from the first population, if
there exists a price process ϖ ∈ H2(F;Rn) and the set of optimal solutions (α̂j)N2

j=1 to the problem (3.2)
that satisfies the market clearing condition, then we say that the market clearing equilibrium exists
with the equilibrium price process ϖ and the given order flows (βi)N1

i=1.
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Since we know α̂jt = −Λt(y
j
t +ϖt) from Theorem 3.1, the market clearing condition implies that

the price process ϖt must be equal to ϖt(yt, βt) defined by

ϖt(y, β) := −m2(y) + δnΛtm1(β), (3.4)

where
δn := N1/N2

denotes the ratio of the two populations. Recall that m2(y) and m1(β) give the empirical means of
(yj)N2

j=1 and (βi)N1
i=1, respectively. As in [27, 28], the relation (3.4) leads us to consider the FBSDEs;

dxjt =
(
−Λt(y

j
t +ϖt(yt, βt)) + ρ2(t)ϖt(yt, βt) + lj2(t)

)
dt+ σj,0

2 (t)dW 0
t + σj

2(t)dB
j
t ,

dyjt = −(∂xf
j

2(t, x
j
t )− btϖt(yt, βt))dt+ zj,0t dW 0

t +

N1∑
k=1

zj,kt dW k
t +

N2∑
k=1

zj,kt dBk
t

(3.5)

with xj0 = ηj and yjT = ∂xg
j
2(x

j
T ), 1 ≤ j ≤ N2. It is a coupled system by the interaction in ϖt(y, β).

The relevance of (3.5) may be understood from the next theorem.

Theorem 3.2. Let (βi)N1
i=1 with βi ∈ H2(F;Rn) be given. Under Assumption 3.2, there exists a unique

square integrable solution with (x, y) = ((xj)N2,
j=1, (y

j)N2
j=1) ∈ S2(F;Rn)N2 ×S2(F;Rn)N2 to the system of

FBSDEs (3.5). Moreover, there exists a unique market clearing equilibrium with the equilibrium price
process (ϖt = ϖt(yt, βt))t∈[0,T ] for the given order flows (βi)N1

i=1.

Proof. This is an adaptation of [28, Theorems 3.2 and 3.3]. Firstly, the existence of the solution to
(3.5) is a necessary condition so that (α̂j)N2

j=1 clears the market with the given order flows (βi)N1
i=1.

Conversely, if there exists a square integrable solution to the system (3.5), then one can check that
the price process (ϖt(yt, βt))t≥0 defined by its solution y actually clears the market when it is used as
an input price process ϖ for the problem (3.2). In fact, due to the uniqueness of the solution to (3.3)
by Theorem 3.1, the backward solutions yj of the two equations coincides.

Hence it suffices to show that there exists a unique square integrable solution to (3.5). As before,
this is done by Peng-Wu’s continuation method. For each (t, ω), we define the maps from u :=
((xj)N2

j=1, (y
j)N2
j=1) ∈ (Rn)N2 × (Rn)N2 to Rn by

Bxj (t, u) := −Λt(y
j +ϖt(y, βt)) + ρ2(t)ϖt(y, βt) + lj2(t),

Fyj (t, u) := −∂xf
j

2(t, x
j) + btϖt(y, βt), Gyj (u) := ∂xg

j
2(x

j)

with 1 ≤ j ≤ N2. By Assumption 3.2, they are uniformly Lipschitz continuous with respect to
u. We can also check, for a given u, the square integrability Bxj (·, u), Fxj (·, u) ∈ H2(F;Rn), and
Gyj (u) ∈ L2(FT ;Rn). Now, it only remains to confirm the Peng-Wu’s monotonicity conditions.
For two inputs (u, ú), let us set ∆xj := xj − x́j , ∆yj = yj − ýj , ∆Bxj (t) := Bxj (t, u) − Bxj (t, ú),
∆Fyj (t) := Fyj (t, u)− Fyj (t, ú) and ∆Gyj := Gyj (u)−Gyj (ú). We have

N2∑
j=1

〈∆Bxj (t),∆yj〉+
N2∑
j=1

〈∆Fyj (t),∆xj〉

= −
N2∑
j=1

〈Λt(∆y
j −m2(∆y)) + ρ2(t)m2(∆y),∆y

j〉 −
N2∑
j=1

〈cf (t, c0t , c
j
t )∆x

j + btm2(∆y),∆x
j〉

≤ −N2ρ2(t)|m2(∆y)|2 − γf2

N2∑
j=1

|∆xj |2 + bt

N2∑
j=1

|〈∆xj ,m2(∆y)〉| ≤ −γ
f
2

2

N2∑
j=1

|∆xj |2.

In the first inequality, we have used the condition (iv) and the fact that
∑N2

j=1〈Λt∆yj ,∆yj〉 ≥
N2〈Λtm2(∆y),m2(∆y)〉. The Young’s inequality and the assumption (v) give the last one. From
the condition (iv), we also have

∑N2
j=1〈∆Gyj ,∆xj〉 ≥ γg2

∑N2
j=1 |∆xj |2. Hence, we can apply [47, Theo-

rem 2.6] with (β1, µ1) = (γf2 /2, γ
g
2) and the identity matrix G.
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Remark 3.3. It is interesting to observe an economic role played by the term ρ2(t)ϖt. Since ρ2 is
positive, it increases the inflow of securities to the agents’ inventory when the price ϖ rises. This is
equivalent to the increase of the sales from the OTC clients. Since agents (i.e. financial firms) are
trying to maintain the optimal inventory level, this reduces the demand of the securities among the
financial firms. Assumption 3.2 (v) guarantees that this is stronger than the opposite effect caused by
the mark-to-market term −bt〈x,ϖ〉. By making the demand for securities react in an opposite way to
the price level, the term ρ2(t)ϖt seems to prevent market bubbles/crashes from happening and allow
the equilibrium to exist for general duration T .

3.2 Problem for the cooperative agents

3.2.1 Problem description

We now study the problem for the first population that consists of cooperative agents. In contrast
to the previous case, the agents are no longer price takers. Although the market share of each
agent may be negligibly small, their coordinated actions in total can influence the behavior of the
price process. In order to describe their problem in a concrete manner, let us first introduce the
following measurable functions; l1 : [0, T ] × (Rm)2 → Rn, (σ01, σ1) : [0, T ] × (Rm)2 → (Rn×d0 ,Rn×d1),
f1 : [0, T ] × Rn × P2(Rn) × Rn × A1 × (Rm)2 → R, and g1 : Rn × P2(Rn) × (Rm)2 → R. Here,
A1 is a closed convex subset of Rn. We also introduce R-valued F0-progressively measurable process
ρ1 := (ρ1(t))t∈[0,T ]. As in (3.1), for given stochastic processes (c0t , c

i
t)t∈[0,T ], we often use the following

abbreviations

li1(t) := l1(t, c
0
t , c

i
t), (σi,0

1 (t), σi
1(t)) := (σ0

1 , σ1)(t, c
0
t , c

i
t),

f i1(t, x, µ,ϖ, β) := f1(t, x, µ,ϖ, β, c
0
t , c

i
t), gi1(x, µ) := g1(x, µ, c

0
T , c

i
T )

(3.6)

for (t, x, µ,ϖ, β) ∈ [0, T ]× Rn × P2(Rn)× Rn ×A1 and 1 ≤ i ≤ N1. We also use, for 1 ≤ j ≤ N2,

cjf (t) := cjf (t, c
0
t , c

j
t ), cjg := cg(c

0
T , c

j
T ).

Let us denote by β := (βi)N1
i=1 with βi := (βit)t∈[0,T ] the trading rate of the cooperative agents at

the exchange. Xi = (Xi
t)t∈[0,T ] is an Rn-valued process describing the evolution of the position size of

the n securities of the ith agent. We suppose that it obeys the dynamics given by

dXi
t = (βi

t + ρ1(t)ϖt(yt, βt) + li1(t))dt+ σi,0
1 (t)dW 0

t + σi
1(t)dW

i
t , Xi

0 = ξi,

1 ≤ i ≤ N1. Here, the term ϖt(yt, βt) is defined by (3.4) with y = (yj)N2
j=1 being the solution

to the system of FBSDEs (3.5). The economic interpretation is similar to the previous case; each
component of βitdt (∈ Rn) gives the amount of the corresponding security bought (or sold if negative)
by the ith agent at the exchange within a time interval [t, t + dt]; (ρ1(t)ϖt(yt, βt) + li1(t))dt and
(σi,01 (t)dW 0

t , σ
i
1(t)dW

i
t ) give the stochastic order flows from her OTC clients. We suppose that the

cost functional for each agent i is given by

J i
1(β) := E

[∫ T

0

f i1(t,X
i
t , ν

N1
t , ϖt(yt, βt), β

i
t)dt+ gi1(X

i
T , ν

N1

T )
]
,

where νN1
t is the time-t empirical distribution of the securities position among the cooperative agents,

i.e. νN1
t := 1

N1

∑N1
i=1 δXi

t
. f i1 and gi1 denote the running and terminal costs, respectively. Since the

agents are cooperative, it is natural to suppose that each of them takes care of not only her own
inventory but also its distribution across the members. This is represented by the dependence on the
empirical distribution νN1 in the cost functions. The running cost f i1 is allowed to have general convex
dependence on ϖ to describe the agent’s preference on the price level.
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We suppose that all the trading actions in the first population are coordinated by the central
planner, whose problem is defined by

inf
βi∈A1, i=1,...,N1

N1∑
i=1

J i
1(β). (3.7)

Here, A1 := H2(F;A1) is the admissible space for each βi. Thus, at every time t ∈ [0, T ], each
control βit has to take values in a given closed convex set A1. The central planner is responsible to
control every βi, i = 1, . . . , N1 within A1 to minimize the total cost of the whole population. Due
to the reactions from the non-cooperative agents, she needs to deal with complicated price impacts
from her own trading. Notice that, in addition to the direct impact from m1(β)-term in ϖt(·), she
also receives implicit feedbacks from m2(y)-term via (3.5). In fact, the coupling with (3.5) makes the
problem for the central planner an optimization with respect to the system of controlled-FBSDEs
instead of controlled-SDEs. See the works by J. Yong [53, 54] for general discussions on the problems
of controlled-FBSDEs.

Remark 3.4. Similarly to the second population, we see that all the heterogeneities among the cooper-
ative agents come from i.i.d. inputs only; idiosyncratic informations (ci)N1

i=1, initial conditions (ξ
i)N1
i=1,

and the Brownian motions (W i)N1
i=1.

Before giving the set of main assumptions, let us mention about the concept of differentiability
of functions defined on the space of probability measures. In this work, we adopt the notion of L-
differentiability used in [13, 14], which was first introduced by P.L.Lions in his lecture at College de
France. Here, the differentiation is based on the lifting of function P2(Rn) 3 µ 7→ u(µ) ∈ R to a func-
tion ũ defined on the Hilbert space L2(Ω,F ,P;Rn) by ũ(X) := u(L(X)) with X ∈ L2(Ω,F ,P;Rn).
Here, the probability space (Ω,F ,P) is chosen arbitrarily with a Polish set Ω and an atomless prob-
ability measure P to support the random variable X with L(X) = µ. The L-derivative of u(µ) is
defined as the Frechet derivative of the lifted function ũ(X).

Definition 3.4 (Definition 5.22 in [13]). A function u on P2(Rn) is said to be L-differentiable at
µ0 ∈ P2(Rn) if there exists a random variable X with law µ0 such that the lifted function ũ is Frechet
differentiable at X.

We distinguish the Frechet derivative by using the symbol D. By [13, Proposition 5.24], if u is
L-differentiable at µ0, the ũ is Frechet differentiable at any X́ with L(X́) = µ0 and the law of the pair
(X́,Dũ(X́)) is independent of the choice of the random variable X́. Thus, the L-derivative may be
denoted by ∂µu(µ0)(·) : Rn 3 x 7→ ∂µu(µ0)(x) ∈ Rn, which is uniquely defined µ0-a.e. on Rn. By its
definition, the L-derivative satisfies

u(µ) = u(µ0) + E
[
〈X −X0, ∂µu(µ0)(X0)〉

]
+ o(‖X −X0‖L2),

for any random variables X and X0 with L(X) = µ and L(X0) = µ0. For example, if the function
u is of the form u(µ) :=

∫
Rn h(x)µ(dx) for some function h : Rn → R, we have ũ(X) = E[h(X)]

with L(X) = µ. If the function h is differentiable, then the definition of L-derivative implies that
∂µu(µ)(·) = ∂xh(·). See [13, 14] for details and many more examples.

In our analysis, in particular, functions on empirical distributions play a special role. Suppose that

a function u : P2(Rn) → R is given. By considering the map (Rn)N 3 (xi)Ni=1 7→ u
(

1
N

∑N
i=1 δxi

)
∈ R,

u can also be seen as a function on (Rn)N . If u : P2(Rn) → R is L-differentiable, [13, Proposition 5.35]
tells that the function u, when seen as a function on (Rn)N , is differentiable for each xi and satisfies

∂xiu(x1, . . . , xN ) =
1

N
∂µu

( 1

N

N∑
i=1

δxi

)
(xi). (3.8)

Here, with slight abuse of notations, we used the same symbol u to denote the two maps.
Now, our assumptions on the cooperative agents are given as follows.
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Assumption 3.3. (0) The population sizes (N1, N2) satisfy δn ≤ L, where δn := N1/N2.
(i) For every (t, c0, c) ∈ [0, T ]× (Rm)2, |l1(t, c0, c)|+ |σ01(t, c0, c)|+ |σ1(t, c0, c)| ≤ L(1 + |c0|+ |c|).
(ii) For every (t, x, µ,ϖ, β, c0, c) ∈ [0, T ]×Rn ×P2(Rn)×Rn ×A1 × (Rm)2, the cost functions satisfy

|f1(t, x, µ,ϖ, β, c0, c)| ≤ L(1 + |x|2 +M2(µ)
2 + |ϖ|2 + |β|2 + |c0|2 + |c|2),

|g1(x, µ, c0, c)| ≤ L(1 + |x|2 +M2(µ)
2 + |c0|2 + |c|2).

and, with another inputs (x́, µ́, ϖ́, β́), they also satisfy the local Lipschitz continuity;

|f1(t, x, µ,ϖ, β, c0, c)− f1(t, x́, µ́, ϖ́, β́, c
0, c)|

≤ L
(
1 + |x|+ |x́|+M2(µ) +M2(µ́) + |ϖ|+ |ϖ́|+ |c0|+ |c|

)
(|x− x́|+W2(µ, µ́) + |ϖ − ϖ́|+ |β − β́|),

|g1(x, µ, c0, c)− g1(x́, µ́, c
0, c)| ≤ L(1 + |x|+ |x́|+M2(µ) +M2(µ́) + |c0|+ |c|)(|x− x́|+W2(µ, µ́)).

(iii) The cost functions f1 and g1 are once continuously differentiable in (x, µ,ϖ, β) and (x, µ) respec-
tively with uniformly Lipschitz continuous derivatives in the sense that

|[(∂x, ∂ϖ, ∂β)f1](t, x, µ,ϖ, β, c0, c)− [(∂x, ∂ϖ, ∂β)f1](t, x́, µ́, ϖ́, β́, c
0, c)| ≤ L(|x− x́|+W2(µ, µ́) + |ϖ − ϖ́|+ |β − β́|),

|∂µf1(t, x, µ,ϖ, β, c0, c)(v)− ∂µf1(t, x́, µ́, ϖ́, β́, c
0, c)(v́)| ≤ L(|x− x́|+W2(µ, µ́) + |ϖ − ϖ́|+ |β − β́|+ |v − v́|),

|∂xg1(x, µ, c0, c)− ∂xg1(x́, µ́, c
0, c)| ≤ L(|x− x́|+W2(µ, µ́)),

|∂µg1(x, µ, c0, c)(v)− ∂µg1(x́, µ́, c
0, c)(v́)| ≤ L(|x− x́|+W2(µ, µ́) + |v − v́|),

hold for every (t, c0, c) ∈ [0, T ]×(Rm)2 and (x, µ,ϖ, β, v), (x́, µ́, ϖ́, β́, v́) ∈ Rn×P2(Rn)×Rn×A1×Rn.
Moreover, the derivatives satisfy the linear growth property:

|[(∂x, ∂ϖ, ∂β)f1](t, x, µ,ϖ, β, c0, c)|+ |∂µf1(t, x, µ,ϖ, β, c0, c)(v)| ≤ L(1 + |x|+M2(µ) + |ϖ|+ |β|+ |v|+ |c0|+ |c|),
|∂xg1(x, µ, c0, c)|+ |∂µg1(x, µ, c0, c)(v)| ≤ L(1 + |x|+M2(µ) + |v|+ |c0|+ |c|).

(iv) For any (t, c0, c) ∈ [0, T ]× (Rm)2, f1 is jointly convex in (x, µ,ϖ, β) in the sense that

f1(t, x́, µ́, ϖ́, β́, c
0, c)− f1(t, x, µ,ϖ, β, c

0, c)−
〈
∂(x,ϖ,β)f1(t, x, µ,ϖ, β, c

0, c), (x́− x, ϖ́ −ϖ, β́ − β)
〉

− E
[
〈∂µf1(t, x, µ,ϖ, β, c0, c)(X), X́ −X〉

]
≥ γf1

2
|x́− x|2 + λβ

2
|β́ − β|2 + λϖ

2
|ϖ́ −ϖ|2

holds for any pair of inputs (x, µ,ϖ, β), (x́, µ́, ϖ́, β́) ∈ Rn × P2(Rn) × Rn × A1 and random variables

X, X́ with L(X) = µ,L(X́) = µ́. Here, γf1 , λβ, λϖ > 0 are some positive constants, and ∂(x,ϖ,β)f1
stands for the gradient of f1 in the joint variables (x,ϖ, β).
(v) For any (c0, c) ∈ (Rm)2, g1 is jointly convex in (x, µ) with some positive constant γg1 > 0,

g1(x́, µ́, c
0, c)− g1(x, µ, c

0, c)− 〈∂xg1(x, µ, c0, c), x́− x〉 − E
[
〈∂µg1(x, µ, c0, c)(X), X́ −X〉

]
≥ γg1

2
|x́− x|2

holds for any pair of inputs (x, µ), (x́, µ́) ∈ Rn × P2(Rn) and random variables X, X́ with L(X) =
µ,L(X́) = µ́.
(vi) ρ1 := (ρ1(t))t∈[0,T ] is an R-valued F0-progressively measurable bounded process with |ρ1(t)| ≤
L, ∀t ∈ [0, T ]. Moreover, ρ2 satisfies

max
( 1
L
,
2b2t

γf2

)
≤ ρ2(t) ≤ L, ∀t ∈ [0, T ].

Remark 3.5. Note that, f1 can have much more general form than f2. In particular, f1 having a
linear quadratic form in (x,ϖ, β) with appropriate convexity is a special example satisfying the above
assumptions.
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3.2.2 Adjoint equations

Let us first introduce the notations X,P ∈ (Rn)N1 , β ∈ AN1
1 and x, y, p, r ∈ (Rn)N2 in the following

way; X := (Xi)N1
i=1, P := (P i)N1

i=1, β := (βi)N1
i=1, x := (xj)N2

j=1, y := (yj)N2
j=1, p := (pj)N2

j=1 and

r := (rj)N2
j=1.

With adjoint variables (P, p, r), the Hamiltonian H for the problem (3.7) is defined by

H(t,X, x, y, P, p, r, β)

:=

N1∑
i=1

{
〈P i, βi + ρ1(t)ϖt(y, β) + li1(t)〉+ f i1(t,X

i, νN1 , ϖt(y, β), β
i)
}

+

N2∑
j=1

{
〈pj ,−Λt(y

j +ϖt(y, β)) + ρ2(t)ϖt(y, β) + lj2(t)〉+ 〈rj ,−∂xf
j

2(t, x
j) + btϖt(y, β)〉

}
,

(3.9)

which gives, for each (t, ω), a map from (Rn)N1 × (Rn)N2 × (Rn)N2 × (Rn)N1 × (Rn)N2 × (Rn)N2 ×AN1
1

to R. Here, ϖt(y, β) is defined by (3.4) and νN1 := 1
N1

∑N1
i=1 δXi . With slight abuse of notation, let

us also write the above Hamiltonian as H(t,X, x, y, P, p, r,ϖ, β) when we treat ϖ ∈ Rn as a separate
argument. From the number of arguments involved in the expression, one may understand which
definition is used without confusion. Note that, in the both definitions, the dependence on νN1 is
treated as a function of X = (Xi)N1

i=1. For each u := (X,x, y, P, p, r), we wan to find a minimizer:

β̂(t, u) := argmin
(
H(t,X, x, y, P, p, r, β) : β = (βi)N1

i=1 ∈ AN1
1

)
.

We often use the following derivatives: with ϖ := ϖt(y, β) and f
i
1(t, u, β

i) := f i1(t,X
i, νN1 , ϖ, βi),

∂βiH(t, u, β) = ∂βiH(t, u,ϖ, β) +
Λt

N2
∂ϖH(t, u,ϖ, β),

= P i + ∂βif i1(t, u, β
i) +

Λt

N2

N1∑
k=1

∂ϖf
k
1 (t, u, β

k) + δnρ1(t)Λtm1(P ) + (−I + ρ2(t)Λt)m2(p) + btΛtm2(r),

∂XiH(t, u, β) = ∂xf
i
1(t, u, β

i) +
1

N1

N1∑
k=1

∂µf
k
1 (t, u, β

k)(Xi),

∂xjH(t, u, β) = −cjf (t)r
j ,

∂yjH(t, u, β) = − 1

N2

N1∑
k=1

∂ϖf
k
1 (t, u, β

k)− δnρ1(t)m1(P )− btm2(r) + Λt(m2(p)− pj)− ρ2(t)m2(p).

(3.10)

Here, we have used (3.8) to get ∂XiH(t, u, β).

Lemma 3.1. Under Assumptions 3.2-3.3, for each (t, ω) and a given set of adjoint variables (P, p, r) ∈
(Rn)N1 × (Rn)N2 × (Rn)N2, the Hamiltonian H defined by (3.9) is jointly convex in (X,x, y, β) ∈
(Rn)N1 × (Rn)N2 × (Rn)N2 ×AN1

1 and strictly so in (X,β). In particular, for any t ∈ [0, T ] and input

u := (X,x, y, P, p, r), there exists a unique minimizer (β̂it = β̂i(t, u))N1
i=1 with β̂it ∈ A1 that satisfies the

following linear growth and the Lipschitz continuity properties:

N1∑
i=1

|β̂i(t, u)|2 ≤ C

N1∑
i=1

[
1 + |Xi|2 + |P i|2 + |m2(y)|2 + |m2(p)|2 + |m2(r)|2 + |c0t |2 + |cit|2

]
,

N1∑
i=1

|β̂i(t, u)− β̂i(t, ú)|2 ≤ C

N1∑
i=1

[
|Xi − X́i|2 + |P i − Ṕ i|2 + |m2(y − ý)|2 + |m2(p− ṕ)|2 + |m2(r − ŕ)|2

]
,

where ú := (X́, x́, ý, Ṕ , ṕ, ŕ) is another input and C is some positive constant independent of the
population sizes.

12



Proof. First, we check the relevant convexity of H. For a given (P, p, r), we consider two arbi-
trary sets of state variables (X,x, y), (X́, x́, ý) and controls β, β́. With u := (X,x, y, P, p, r) and
ú := (X́, x́, ý, P, p, r), we compare H(t, u, β) and H(t, ú, β́). For notational simplicity, let us set νN1 :=
1
N1

∑N1
i=1 δXi , ν́N1 := 1

N1

∑N1
i=1 δX́i , ϖ := ϖt(y, β), ϖ́ := ϖt(ý, β́), ∆X

i := X́i − Xi, ∆βi := β́i − βi,

∆ϖ := ϖ́−ϖ = −m2(∆y)+δnΛtm1(∆β), etc. We also put f i1(t, u, β
i) := f i1(t,X

i, νN1 , ϖ, βi), f i1(t, ú, β́
i) :=

f i1(t, X́
i, ν́N1 , ϖ́, β́i). Since the linear terms in H cancel, we obtain by direct calculation using (3.10),

H(t, ú, β́)−H(t, u, β)

−
N1∑
i=1

[
〈∂βiH(t, u, β),∆βi〉+ 〈∂XiH(t, u, β),∆Xi〉

]
−

N2∑
j=1

[
〈∂xjH(t, u, β),∆xj〉+ 〈∂yjH(t, u, β),∆yj〉

]
=

N1∑
i=1

[
f i1(t, ú, β́

i)− f i1(t, u, β
i)− 〈∂βf i1(t, u, βi),∆βi〉 − 〈∂ϖf i1(t, u, βi),∆ϖ〉

− 〈∂xf i1(t, u, βi),∆Xi〉 − Eθ[〈∂µf i1(t, u, βi)(Xθ),∆Xθ〉]
]
≥ 1

2

N1∑
i=1

(
γf1 |∆Xi|2 + λβ |∆βi|2 + λϖ|∆ϖ|2

)
,

(3.11)

which gives the desired convexity. Since A1 is convex and closed, it guarantees the existence of the
unique minimizer. Here, we have introduced a random variable θ on a probability space (Ωθ,Fθ,Pθ),
which is distributed uniformly on the set {1, 2, . . . , N1}. We use Eθ[·] to denote the expectation with
respect to Pθ. In particular,

1

N1

N1∑
i=1

N1∑
k=1

〈∂µfk1 (t, u, βk)(Xi),∆Xi〉 =
N1∑
k=1

Eθ
[
〈∂µfk1 (t, u, βk)(Xθ),∆Xθ〉

]
. (3.12)

Since the distribution of the random variables Xθ, X́θ are equal to νN1 and ν́N1 respectively, Assump-
tion 3.3 (iv) gives the inequality (3.11).

We now prove the latter claims. The convexity (3.11) implies that, for any fixed (βi0 ∈ A1)
N1
i=1,

H(t, u, β0) ≥ H(t, u, β̂(t, u)) ≥ H(t, u, β0) +

N1∑
i=1

〈β̂i
t − βi

0, ∂βiH(t, u, β0)〉+
λβ
2

N1∑
i=1

|β̂i
t − βi

0|2,

which gives, by Young’s inequality,
∑N1

i=1 |β̂it − βi0|2 ≤ C
∑N1

i=1 |∂βiH(t, u, β0)|2, where C depends on

λβ. Hence (3.10), the conditions (0) and (iii) give the desired growth property for β̂. Finally, let us

put β̂it = β̂i(t, u) and β̂′,it = β̂i(t, ú) the minimizers of H with two inputs u = (X,x, y, P, p, r) and ú =

(X́, x́, ý, Ṕ , ṕ, ŕ), respectively. Using the optimality condition, we have
∑N1

i=1〈β̂
′,i
t − β̂it, ∂βiH(t, ú, β̂′t)−

∂βiH(t, u, β̂t)〉 ≤ 0. By rearrangement,

N1∑
i=1

〈β̂′,i
t − β̂i

t , ∂βiH(t, u, β̂′
t)− ∂βiH(t, u, β̂t)〉 ≤

N1∑
i=1

〈β̂′,i
t − β̂i

t , ∂βiH(t, u, β̂′
t)− ∂βiH(t, ú, β̂′

t)〉.

Using the convexity in β in the left hand side yields λβ
∑N1

i=1 |β̂
′,i
t −β̂it|2 ≤

∑N1
i=1〈β̂

′,i
t −β̂it, ∂βiH(t, u, β̂′t)−

∂βiH(t, ú, β̂′t)〉 and hence, an application of Young’s inequality gives

N1∑
i=1

|β̂′,i
t − β̂i

t |2 ≤ C

N1∑
i=1

|∂βiH(t, u, β̂′
t)− ∂βiH(t, ú, β̂′

t)|2.

From (3.10), the conditions (0) and (iii) give the desired Lipschitz continuity.

Remark 3.6. From the above result, we see that β̂ is coupled to the second population in a symmetric
way; it is independent from x and depends on y, p, r only through their empirical means.
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The system of coupled equations 1 ≤ i ≤ N1, 1 ≤ j ≤ N2 that characterizes the optimal solution
to the problem (3.7) is given as follows:

dXi
t = (β̂i

t + ρ1(t)ϖt(yt, β̂t) + li1(t))dt+ σi,0
1 (t)dW 0

t + σi
1(t)dW

i
t ,

dxjt = (−Λt(y
j
t +ϖt(yt, β̂t)) + ρ2(t)ϖt(yt, β̂t) + lj2(t))dt+ σj,0

2 (t)dW 0
t + σj

2(t)dB
j
t ,

dyjt = −(∂xf
j

2(t, x
j
t )− btϖt(yt, β̂t))dt+ zj,0t dW 0

t +

N1∑
k=1

zj,kt dW k
t +

N2∑
k=1

zj,kt dBk
t ,

dP i
t = −

{
∂xf

i
1(t,X

i
t , ν

N1
t , ϖt(yt, β̂t), β̂

i
t) +

1

N1

N1∑
k=1

∂µf
k
1 (t,X

k
t , ν

N1
t , ϖt(yt, β̂t), β̂

k
t )
}
dt

+Qi,0
t dW 0

t +

N1∑
k=1

Qi,k
t dW k

t +

N2∑
k=1

Qi,k
t dBk

t ,

dpjt = cjf (t)r
j
tdt+ qj,0t dW 0

t +

N1∑
k=1

qj,kt dW k
t +

N2∑
k=1

qj,kt dBk
t ,

drjt = −
{
Λt(m2(pt)− pjt )− ρ2(t)m2(pt)− δnρ1(t)m1(Pt)− btm2(rt)

− 1

N2

N1∑
k=1

∂ϖf
k
1 (t,X

k
t , ν

N1
t , ϖt(yt, β̂t), β̂

k
t )
}
dt

(3.13)

with the boundary conditions; Xi
0 = ξi, xj0 = ηj , rj0 = 0 and

yjT = ∂xg
j
2(x

j
T ), P i

T = ∂xg
i
1(X

i
T , ν

N1

T ) +
1

N1

N1∑
k=1

∂µg
k
1 (X

k
T , ν

N1

T )(Xi
T ), pjT = −cjgr

j
T .

Note that the two populations are coupled only through the empirical means contained in ϖt(y, β).
The relevance of (3.13) is based on the next theorem.

Remark 3.7. From (3.10), one can check that the drift terms of adjoint variables (P i, pj , rj) are given
by −∂XiH(t, u, β̂), −∂xjH(t, u, β̂) and −∂yjH(t, u, β̂), respectively.

Theorem 3.3. Let Assumption 3.2-3.3 be in force. Suppose that there exists a unique square integrable
solution to the system of equations (3.13) with u := (X,x, y, P, p, r) ∈ S2(F;Rn)N1 × S2(F;Rn)N2 ×
S2(F;Rn)N2 × S2(F;Rn)N1 × S2(F;Rn)N2 × S2(F;Rn)N2 with β̂t := (β̂i(t, ut))

N1
i=1 the minimizer of

H(t, ut, ·) for dt⊗ dP-a.e. Then, β̂t, t ∈ [0, T ] is the unique optimal solution to (3.7).

Proof. Let ut := (Xt, xt, yt, Pt, pt, rt), t ∈ [0, T ] denote the solution to (3.13) with β̂t the minimizer of
H(t, ut, ·), dt⊗dP-a.e. By Lemma 3.1 and the properties of (c0, ci) given at the beginning of Section 3,
β̂ is square integrable and hence admissible. We denote by (X́t, x́t, ýt), t ∈ [0, T ] the state processes
corresponding to another control β́ = (β́i)N1

i=1 ∈ AN1
1 and set út := (X́t, x́t, ýt, Pt, pt, rt), t ∈ [0, T ]. Let

us put νN1
t := 1

N1

∑N1
i=1 δXi

t
, ν́N1
t := 1

N1

∑N1
i=1 δX́i

t
, ϖ́t := ϖt(ýt, β́t), ϖt := ϖt(yt, β̂t), ∆X := X́ − X,

∆x := x́− x, ∆β = β́ − β̂ and similarly for the others. For notational ease, we also use f i1(t, ut, β̂
i
t) :=

f i1(t,X
i
t , ν

N1
t , ϖt(yt, β̂t), β̂

i
t) and f

i
1(t, út, β́

i
t) := f i1(t, X́

i
t , ν́

N1
t , ϖt(ýt, β́t), β́

i
t).

From Assumption 3.3 (v) and the technique used in (3.12), we have

N1∑
i=1

(
gi1(X́

i
T , ν́

N1

T )− gi1(X
i
T , ν

N1

T )
)
≥

N1∑
i=1

〈P i
T ,∆X

i
T 〉 =

N1∑
i=1

〈P i
T ,∆X

i
T 〉+

N2∑
j=1

(
〈pjT ,∆x

j
T 〉+ 〈rjT ,∆y

j
T 〉

)
.

In the latter equality, we used the fact 〈pjT ,∆x
j
T 〉 + 〈rjT ,∆y

j
T 〉 = 0. By the initial condition ∆Xi

0 =

∆xi0 = rj0 = 0 and the optimality
∑

i〈∂βiH(t, ut, β̂t),∆β
i
t〉 ≥ 0 dt ⊗ dP-a.e., an application of Itô
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formula yields

N1∑
i=1

J i
1(β́)−

N1∑
i=1

J i
1(β̂) ≥ E

[ N1∑
i=1

〈P i
T ,∆X

i
T 〉+

N2∑
j=1

(
〈pjT ,∆x

j
T 〉+ 〈rjT ,∆y

j
T 〉

)
+

∫ T

0

N1∑
i=1

[
f i1(t, út, β́

i
t)− f i1(t, ut, β̂

i
t)
]
dt
]

≥ E
∫ T

0

[
H(t, út, β́t)−H(t, ut, β̂t)−

N1∑
i=1

(
〈∂XiH(t, ut, β̂t),∆X

i
t〉+ 〈∂βiH(t, ut, β̂t),∆β

i
t〉
)

−
N2∑
j=1

(
〈∂xjH(t, ut, β̂t),∆x

j
t 〉+ 〈∂yjH(t, ut, β̂t),∆y

j
t 〉
)]
dt.

The conclusion follows from the joint convexity (3.11) in Lemma 3.1.

3.2.3 Existence of the optimal solution

We use the following maps to study the monotonicity [47, (H2.3)]. For each (t, ω), we define the maps
on (Rn)N1 × (Rn)N2 × (Rn)N2 × (Rn)N1 × (Rn)N2 × (Rn)N2 3 u := (X,x, y, P, p, r) 7→ Rn by

BXi(t, u) := β̂i + ρ1(t)ϖt(y, β̂) + li1(t),

Bxj (t, u) := −Λt(y
j +ϖt(y, β̂)) + ρ2(t)ϖt(y, β̂) + lj2(t),

Brj (t, u) := −
{
Λt(m2(p)− pj)− ρ2(t)m2(p)− δnρ1(t)m1(P )− btm2(r)−

1

N2

N1∑
k=1

∂ϖf
k
1 (t,X

k, νN1 , ϖt(y, β̂), β̂
k)
}
,

FP i(t, u) := −
{
∂xf

i
1(t,X

i, νN1 , ϖt(y, β̂), β̂
i) +

1

N1

N1∑
k=1

∂µf
k
1 (t,X

k, νN1 , ϖt(y, β̂), β̂
k)(Xi)

}
,

Fyj (t, u) := −(∂xf
j

2(t, x
j)− btϖt(y, β̂)), Fpj (t, u) := cjf (t)r

j ,

and

GP i(u) := ∂xg
i
1(X

i, νN1) +
1

N1

N1∑
k=1

∂µg
k
1 (X

k, νN1)(Xi), Gyj (u) := ∂xg
j
2(x

j), Gpj (u) := −cjgrj ,

with 1 ≤ i ≤ N1, 1 ≤ j ≤ N2. Here, ν
N1 := 1

N1

∑N1
i=1 δXi and (β̂i := β̂i(t, u))N1

i=1 is the minimizer of the

Hamiltonian H(t, u, ·). Let u := (X,x, y, P, p, r), ú := (X́, x́, ý, Ṕ , ṕ, ŕ) ∈ (Rn)2N1+4N2 be two arbitrary
inputs. We use abbreviations, such as, β̂i = β̂i(t, u), β̂′,i := β̂i(t, ú), ϖ := ϖt(y, β̂), ϖ́ := ϖt(ý, β̂

′),
f i1(t, u, β̂

i) := f i1(t,X
i, νN1 , ϖ, β̂i), f i1(t, ú, β̂

′,i) := f i1(t, X́
i, ν́N1 , ϖ́, β̂′,i) and also put ∆Xi := Xi − X́i,

∆yj := yj − ýj , ∆β̂i := β̂i − β̂′,i, ∆ϖ := ϖ − ϖ́, and ∆BXi(t) := BXi(t, u)−BXi(t, ú), ∆Fyj (t, u) :=
Fyj (t, u)− Fyj (t, ú), ∆GP i := GP i(u)−GP i(ú), etc.

Lemma 3.2. Under Assumptions 3.2-3.3, for any inputs (u, ú), the terminal functions satisfy

N1∑
i=1

〈∆GP i ,∆Xi〉+
N2∑
j=1

(
〈∆Gyj ,∆xj〉+ 〈(−1)∆Gpj ,∆rj〉

)
≥ γg1

N1∑
i=1

|∆Xi|2 + γg2

N2∑
j=1

(|∆xj |2 + |∆rj |2).

Proof. This is a direct result of Assumption 3.2 (iv) and Assumption 3.3 (v).

Although the proof requires rather lengthy calculation, the following result is crucial. It tells that the
drift terms do not satisfy the Peng-Wu’s monotonicity conditions. However, we shall show that the
violation of the monotonicity can be controlled by δn := N1/N2, the ratio of the two population sizes.

Lemma 3.3. Let Assumptions 3.2-3.3 hold. Then, for any t ∈ [0, T ] and inputs (u, ú), there exists a
positive constant δF0 such that, for any (N1, N2) satisfying δn := N1/N2 ≤ δF0 , the inequality

D(t) ≤ −γf
[ N1∑
i=1

|∆Xi|2 +
N2∑
j=1

(|∆xj |2 + |∆rj |2)
]
+ δnC

[ N1∑
i=1

|∆P i|2 +
N2∑
j=1

(|∆yj |2 + |∆pj |2)
]

15



holds with γf := min
(γf1

2 ,
γf2
3

)
and some positive constant C independent of the population sizes. Here,

D(t) :=

N1∑
i=1

〈∆BXi(t),∆P i〉+
N2∑
j=1

[
〈∆Bxj (t),∆yj〉+ 〈(−1)∆Brj (t),∆p

j〉
]

+

N1∑
i=1

〈∆FP i(t),∆Xi〉+
N2∑
j=1

[
〈∆Fyj (t),∆xj〉+ 〈(−1)∆Fpj (t),∆rj〉

]
.

Proof. Let us evaluate each term. From (3.10), we can express ∆P i as

∆P i = ∂βiH(t, u, β̂)− ∂βiH(t, ú, β̂′)− (∂βif i1(t, u, β̂
i)− ∂βif i1(t, ú, β̂

′,i)) + (I − ρ2(t)Λt)m2(∆p)

− btΛtm2(∆r)− δnρ1(t)Λtm1(∆P )−
Λt

N2

N1∑
k=1

(∂ϖf
k
1 (t, u, β̂

k)− ∂ϖf
k
1 (t, ú, β̂

′,k)).

It gives, together with the optimality condition
∑

i〈∂βiH(t, u, β̂)− ∂βiH(t, ú, β̂′),∆β̂i〉 ≤ 0,

N1∑
i=1

〈∆BXi(t),∆P i〉 =
N1∑
i=1

〈∆β̂i + ρ1(t)∆ϖ,∆P
i〉

≤ −
N1∑
i=1

〈∂βif i1(t, u, β̂
i)− ∂βif i1(t, ú, β̂

′,i),∆β̂i〉 −
N1∑
i=1

〈∂ϖf i1(t, u, β̂i)− ∂ϖf
i
1(t, ú, β̂

′,i),∆ϖ +m2(∆y)〉

+N1〈(I − ρ2(t)Λt)m2(∆p)− btΛtm2(∆r),m1(∆β̂)〉 −N1ρ1(t)〈m2(∆y),m1(∆P )〉.

Since
∑

j〈Λt(∆yj −m2(∆y)),∆y
j〉 ≥ 0 and

∑
j〈Λt(∆pj −m2(∆p)),∆p

j〉 ≥ 0, we have

N2∑
j=1

〈Bxj (t),∆yj〉 ≤ −N2ρ2(t)|m2(∆y)|2 +N1〈(ρ2(t)Λt − I)m1(∆β̂),m2(∆y)〉,

N2∑
j=1

〈(−1)∆Brj (t),∆p
j〉 ≤ −N2ρ2(t)|m2(∆p)|2 −N2bt〈m2(∆r),m2(∆p)〉 −N1ρ1(t)〈m1(∆P ),m2(∆p)〉

−
N1∑
i=1

〈∂ϖf i1(t, u, β̂i)− ∂ϖf
i
1(t, ú, β̂

′,i),m2(∆p)〉.

By the technique used for (3.12) in Lemma 3.1, we get

N1∑
i=1

〈∆FP i(t),∆Xi〉 = −
N1∑
i=1

〈∂xf i1(t, u, β̂i)− ∂xf
i
1(t, ú, β̂

′,i),∆Xi〉

−
N1∑
i=1

Eθ
[
〈∂µf i1(t, u, β̂i)(Xθ)− ∂µf

i
1(t, ú, β̂

′,i)(X́θ),∆Xθ〉
]
.

Finally, as a direct result from Assumption 3.2 (iv), we have

N2∑
j=1

〈∆Fyj (t),∆xj〉+
N2∑
j=1

〈(−1)∆Fpj (t),∆rj〉 ≤ −γf2
N2∑
j=1

(|∆xj |2 + |∆rj |2) +N2bt〈∆ϖ,m2(∆x)〉.

Summing all the terms and using Assumption 3.3 (iv), we get

D(t) ≤ −γf1
N1∑
i=1

|∆Xi|2 − γf2

N2∑
j=1

(|∆xj |2 + |∆rj |2)−
N1∑
i=1

(λβ |∆β̂i|2 + λϖ|∆ϖ|2) +R(t), (3.14)
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where the residual term R(t) is defined by

R(t) := −N2ρ2(t)(|m2(∆y)|2 + |m2(∆p)|2)−
N1∑
i=1

〈∂ϖf i1(t, u, β̂i)− ∂ϖf
i
1(t, ú, β̂

′,i),m2(∆y +∆p)〉

+N1〈(1− ρ2(t)Λt)m2(∆p−∆y)− btΛtm2(∆r),m1(∆β̂)〉 −N1ρ1(t)〈m1(∆P ),m2(∆y +∆p)〉
−N2bt〈m2(∆r),m2(∆p)〉+N2bt〈∆ϖ,m2(∆x)〉.

We get an estimate on R(t) from the Lipschitz continuity of ∂ϖf
i
1 and Young’s inequality. In

particular,

N1|ρ1(t)〈m1(∆P ),m2(∆y +∆p)〉| ≤ N2
ρ2(t)

2
(|m2(∆y)|2 + |m2(∆p)|2) +

N2
1 ρ1(t)

2

N2ρ2(t)

( 1

N1

N1∑
i=1

|∆P i|2
)

≤ N2
ρ2(t)

2
(|m2(∆y)|2 + |m2(∆p)|2) + C

N1

N2

N1∑
i=1

|∆P i|2,

N2bt|〈∆ϖ,m2(∆x)〉| ≤
γf2
2

N2∑
j=1

|∆xj |2 + N2b
2
t

γf2
|m2(∆y)|2 + C

N1

N2

N1∑
i=1

|∆β̂i|2

with some constant C. Similar calculations yield

R(t) ≤
N1∑
i=1

[γf1
2
|∆Xi|2 + λϖ

2
|∆ϖ|2 + λβ

2
|∆β̂i|2

]
+
γf2
2

N2∑
j=1

(|∆xj |2 + |∆rj |2)

+ CN1(|m2(∆y)|2 + |m2(∆p)|2 + |m2(∆r)|2) + C
N1

N2

N1∑
i=1

(|∆β̂i|2 + |∆P i|2)

−N2
ρ2(t)

2
(|m2(∆y)|2 + |m2(∆p)|2) +

N2b
2
t

2γf2
|m2(∆p)|2 +

N2b
2
t

γf2
|m2(∆y)|2

≤
N1∑
i=1

[γf1
2
|∆Xi|2 + λϖ

2
|∆ϖ|2 + λβ

2
|∆β̂i|2

]
+
γf2
2

N2∑
j=1

(|∆xj |2 + |∆rj |2)

+ CN1(|m2(∆y)|2 + |m2(∆p)|2 + |m2(∆r)|2) + C
N1

N2

N1∑
i=1

(|∆β̂i|2 + |∆P i|2),

(3.15)

where we have used Assumption 3.3 (vi) in the second inequality. Note that, the constant C depends

on L and convexity parameters but not on (N1, N2). Now we choose δF0 := min
( λβ
2C ,

γf2
6C

)
. Then, for

any δn = N1/N2 satisfying δn ≤ δF0 , we have

R(t) ≤
N1∑
i=1

[γf1
2
|∆Xi|2 + λϖ

2
|∆ϖ|2 + λβ |∆β̂i|2

]
+ γf2

N2∑
j=1

[1
2
|∆xj |2 + 2

3
|∆rj |2

]
+ Cδn

[ N1∑
i=1

|∆P i|2 +
N2∑
j=1

(|∆yj |2 + |∆pj |2)
]
.

By inserting into (3.14), we obtain the desired estimate on D(t).

We now provide the first main result. Since Peng-Wu’s monotonicity does not hold, we need in
general to make all the Lipschitz constants small enough to guarantee the well-posedness of FBSDEs
for a given duration. However, the result of Lemma 3.3, which shows the violation of the monotonicity
is proportional to δn, suggests that the well-posedness of the system (3.13) may be available as long
as the ratio δn = N1/N2 is small enough. We shall show that this is actually the case by the next
theorem.
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Theorem 3.4. Let Assumptions 3.2-3.3 hold. Then, there exists some positive constant δF∗ ≤ δF0 such
that, for any (N1, N2) satisfying δn ≤ δF∗ , there exists a unique square integrable solution to the system
of FBSDEs (3.13) with u := (X,x, y, P, p, r) ∈ S2(F;Rn)N1×S2(F;Rn)N2×S2(F;Rn)N2×S2(F;Rn)N1×
S2(F;Rn)N2 × S2(F;Rn)N2.

Proof. First, we put γ := min
(γf1

2 ,
γf2
3 , γ

g
1 , γ

g
2

)
. Let IXi , Ixj , Irj , IP i , Iyj , Ipj be in H2(F;Rn) and

θP i , θyj , θpj be in L2(FT ,Rn) for every 1 ≤ i ≤ N1, 1 ≤ j ≤ N2. We hypothesize that, for any
choice of (IXi , Ixj , Iyj , IP i , Ipj , Irj ) and (θP i , θyj , θpj ), there exists some ϱ ∈ [0, 1) such that there ex-

ists a unique square integrable solution with u = (X,x, y, P , p, r) ∈ S2(F;Rn)2N1+4N2 to the following
system of FBSDEs, 1 ≤ i ≤ N1, 1 ≤ j ≤ N2:

dX
i

t = (ϱBXi(t, ut) + IXi(t))dt+ σi,0
1 (t)dW 0

t + σi
1(t)dW

i
t ,

dxjt = (ϱBxj (t, ut) + Ixj (t))dt+ σj,0
2 (t)dW 0

t + σj
2(t)dB

j
t ,

drjt = (ϱBrj (t, ut) + Irj (t))dt,

dP
i

t = −
[
(1− ϱ)γX

i

t − ϱFP i(t, ut) + IP i(t)
]
dt+Q

i,0

t dW 0
t +

N1∑
k=1

Q
i,k

t dW k
t +

N2∑
k=1

Q
i,k

t dBk
t ,

dyjt = −
[
(1− ϱ)γxjt − ϱFyj (t, ut) + Iyj (t)

]
dt+ zj,0t dW 0

t +

N1∑
k=1

zj,kt dW k
t +

N2∑
k=1

zj,kt dBk
t ,

dpjt = −
[
−(1− ϱ)γrjt − ϱFpj (t, ut) + Ipj (t)

]
dt+ qj,0t dW 0

t +

N1∑
k=1

qj,kt dW k
t +

N2∑
k=1

qj,kt dBk
t ,

with X
i
0 = ξi, xj0 = ηj , rj0 = 0 and P

i
T = ϱGP i(uT ) + (1− ϱ)X

i
T + θP i , y

j
T = ϱGyj (uT ) + (1− ϱ)xjT +

θyj , p
j
T = ϱGpj (uT )− (1− ϱ)rjT + θpj . The hypothesis clearly holds when ϱ = 0 since then the system

becomes the decoupled Lipschitz FBSDEs.
Now, with a given input process u ∈ S2(F;Rn)2N1+4N2 , we consider the perturbed FBSDEs on

u = (X,x, y, P, p, r) with ζ ∈ (0, 1), 1 ≤ i ≤ N1, 1 ≤ j ≤ N2:

dXi
t =

[
ϱBXi(t, ut) + ζBXi(t, ut) + IXi(t)

]
dt+ σi,0

1 (t)dW 0
t + σi

1(t)dW
i
t ,

dxjt =
[
ϱBxj (t, ut) + ζBxj (t, ut) + Ixj (t)

]
dt+ σj,0

2 (t)dW 0
t + σj

2(t)dB
j
t ,

drjt =
[
ϱBrj (t, ut) + ζBrj (t, ut) + Irj (t)

]
dt,

dP i
t = −

[
(1− ϱ)γXi

t − ϱFP i(t, ut) + ζ(−γXi

t − FP i(t, ut)) + IP i(t)
]
dt

+Qi,0
t dW 0

t +

N1∑
k=1

Qi,k
t dW k

t +

N2∑
k=1

Qi,k
t dBk

t ,

dyjt = −
[
(1− ϱ)γxjt − ϱFyj (t, ut) + ζ(−γxjt − Fyj (t, ut)) + Iyj (t)

]
dt

+ zj,0t dW 0
t +

N1∑
k=1

zj,kt dW k
t +

N2∑
k=1

zj,kt dBk
t ,

dpjt = −
[
−(1− ϱ)γrjt − ϱFpj (t, ut) + ζ(γrjt − Fpj (t, ut)) + Ipj (t)

]
dt

+ qj,0t dW 0
t +

N1∑
k=1

qj,kt dW k
t +

N2∑
k=1

qj,kt dBk
t ,

(3.16)

with the boundary conditions Xi
0 = ξi, xj0 = ηj , rj0 = 0 and P iT = ϱGP i(uT )+(1−ϱ)Xi

T+ζ(GP i(uT )−
X
i
T ) + θP i , y

j
T = ϱGyj (uT ) + (1 − ϱ)xjT + ζ(Gyj (uT ) − xjT ) + θyj and pjT = ϱGpj (uT ) − (1 − ϱ)rjT +

ζ(Gpj (uT ) + rjT ) + θpj . Note that, by the initial hypothesis, there exists a unique solution u =
(X,x, y, P, p, r) ∈ S2(F;Rn)2N1+4N2 to the FBSDEs (3.16). This defines a map S2(F;Rn)2N1+4N2 3
u 7→ u ∈ S2(F;Rn)2N1+4N2 . If we show that thie map is a contraction for some ζ > 0 independent of
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ϱ, then we can extend the hypothesis from ϱ to (ϱ+ ζ). Then we are done, because ϱ = 1 and I, θ = 0
give the interested FBSDEs (3.13). In the following, we shall show that if δn ≤ δF∗ with some δF∗ > 0
determined independently from ϱ, there exists a sufficiently small ζ > 0 independent of ϱ such that
the above map u 7→ u becomes a contraction as desired.
First step: Let us denote by u, ú ∈ S2(F;Rn)2N1+4N2 the solutions to (3.16) with two input processes
u, ú ∈ S2(F;Rn)2N1+4N2 , respectively. As in Lemmas 3.2-3.3, we use the notations: ∆u := u − ú,
∆u := u − ú, ∆BXi(t) := BXi(t, ut) − BXi(t, út), ∆BXi(t) := BXi(t, ut) − BXi(t, út), ∆FP i(t) :=
FP i(t, ut) − FP i(t, út), ∆FP i(t) := FP i(t, ut) − FP i(t, út), ∆GP i := GP i(uT ) − GP i(úT ), ∆GP i :=
GP i(uT )−GP i(úT ), etc. An application of Itô formula with the result of Lemma 3.3 gives

N1∑
i=1

E
[
〈∆Xi

T ,∆P
i
T 〉

]
+

N2∑
j=1

E
[
〈∆xjT ,∆y

j
T 〉+ 〈(−1)∆rjT ,∆p

j
T 〉

]
≤ −γE

∫ T

0

[ N1∑
i=1

|∆Xi
t |2 +

N2∑
j=1

(|∆xjt |2 + |∆rjt |2)
]
dt

+ δnCE
∫ T

0

[ N1∑
i=1

|∆P i
t |2 +

N2∑
j=1

(|∆yjt |2 + |∆pjt |2)
]
dt+ ζE

∫ T

0

N1∑
i=1

[
〈∆BXi(t),∆P i

t 〉+ 〈γ∆Xi

t +∆FP i(t),∆Xi
t〉
]
dt

+ ζE
∫ T

0

N2∑
j=1

[
〈∆Bxj (t),∆yjt 〉+ 〈γ∆xjt +∆F yj (t),∆xjt 〉+ 〈(−1)∆Brj (t),∆p

j
t 〉+ 〈γ∆rjt −∆F pj (t),∆rjt 〉

]
dt.

We also have, from Lemma 3.2,

N1∑
i=1

E
[
〈∆Xi

T ,∆P
i
T 〉

]
+

N2∑
j=1

E
[
〈∆xjT ,∆y

j
T 〉+ 〈(−1)∆rjT ,∆p

j
T 〉

]
≥ (ϱγ + (1− ϱ))E

[ N1∑
i=1

|∆Xi
T |2 +

N2∑
j=1

(|∆xjT |
2 + |∆rjT |

2)
]

+ ζE
[ N1∑
i=1

〈∆GP i −∆X
i

T ,∆X
i
T 〉+

N2∑
j=1

(〈∆Gyj −∆xjT ,∆x
j
T 〉+ 〈∆Gpj +∆rjT , (−1)∆rjT 〉

]
.

Put γc := min(1, γ), which satisfies 0 < γc ≤ ϱγ + (1− ϱ), then the above two inequalities yield

γcE
[ N1∑
i=1

|∆Xi
T |2 +

N2∑
j=1

(|∆xjT |
2 + |∆rjT |

2)
]
+ γcE

∫ T

0

[ N1∑
i=1

|∆Xi
t |2 +

N2∑
j=1

(|∆xjt |2 + |∆rjt |2)
]
dt

≤ δnCE
∫ T

0

[ N1∑
i=1

|∆P i
t |2 +

N2∑
j=1

(|∆yjt |2 + |∆pjt |2)
]
dt+ ζE

∫ T

0

N1∑
i=1

[
〈∆BXi(t),∆P i

t 〉+ 〈γ∆Xi

t +∆FP i(t),∆Xi
t〉
]
dt

+ ζE
∫ T

0

N2∑
j=1

[
〈∆Bxj (t),∆yjt 〉+ 〈γ∆xjt +∆F yj (t),∆xjt 〉+ 〈(−1)∆Brj (t),∆p

j
t 〉+ 〈γ∆rjt −∆F pj (t),∆rjt 〉

]
dt.

− ζE
[ N1∑
i=1

〈∆GP i −∆X
i

T ,∆X
i
T 〉+

N2∑
j=1

(〈∆Gyj −∆xjT ,∆x
j
T 〉+ 〈∆Gpj +∆rjT , (−1)∆rjT 〉

]
.

We now expand the right hand side by using Lipschitz continuity of functions, Lemma 3.1 and Cauchy-
Schwarz inequality. By choosing ζ small enough to absorb the terms (|∆X|2, |∆x|2, |∆r|2) into the
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left hand side, we obtain

E
[ N1∑
i=1

|∆Xi
T |2 +

N2∑
j=1

(|∆xjT |
2 + |∆rjT |

2)
]
+ E

∫ T

0

[ N1∑
i=1

|∆Xi
t |2 +

N2∑
j=1

(|∆xjt |2 + |∆rjt |2)
]
dt

≤ (ζ + δn)CE
∫ T

0

[ N1∑
i=1

|∆P i
t |2 +

N2∑
j=1

(|∆yjt |2 + |∆pjt |2)
]
dt

+ ζCE
[ N1∑
i=1

|∆Xi

T |2 +
N2∑
j=1

(|∆xjT |
2 + |∆rjT |

2)
]

+ ζCE
∫ T

0

[ N1∑
i=1

(|∆Xi

t|2 + |∆P i

t|2) +
N2∑
j=1

(|∆xjt |2 + |∆rjt |2 + |∆yjt |2 + |∆pjt |2)
]
dt.

(3.17)

Here, the constant C depends only on L and the convexity parameters such as γ, λ. In particular, C
and the ζ used in the above transformation are independent of ϱ and the population sizes.

Second step: We need to get estimates on the backward components (|∆P |2, |∆y|2, |∆p|2) in the right
hand side of (3.17). In addition to (u, ú), let us now treat (X,x, r) as well as (X́, x́, ŕ) as exogenous
input processes. We consider (P, y, p) as the solution to the BSDEs in (3.16) with the input processes
(u,X, x, r), and (Ṕ , ý, ṕ) with (ú, X́, x́, ŕ), respectively. We can then apply the standard stability result
for Lipschitz BSDEs (see, for example, [55, Theorem 4.4.4] or [48, Theorem 5.21]) to obtain

E
∫ T

0

[ N1∑
i=1

|∆P i
t |2 +

N2∑
j=1

(|∆yjt |2 + |∆pjt |2)
]
dt

≤ CE
[ N1∑
i=1

|∆Xi
T |2 +

N2∑
j=1

(|∆xjT |
2 + |∆rjT |

2)
]
+ CE

∫ T

0

[ N1∑
i=1

|∆Xi
t |2 +

N2∑
j=1

(|∆xjt |2 + |∆rjt |2)
]
dt

+ ζCE
[ N1∑
i=1

|∆Xi

T |2 +
N2∑
j=1

(|∆xjT |
2 + |∆rjT |

2)
]

+ ζCE
∫ T

0

[ N1∑
i=1

(|∆Xi

t|2 + |∆P i

t|2) +
N2∑
j=1

(|∆xjt |2 + |∆rjt |2 + |∆yjt |2 + |∆pjt |2)
]
dt,

where C depends also on T in addition to the Lipschitz constants. This result combined with (3.17)
then implies

E
[ N1∑
i=1

|∆Xi
T |2 +

N2∑
j=1

(|∆xjT |
2 + |∆rjT |

2) +

∫ T

0

[ N1∑
i=1

(|∆Xi
t |2 + |∆P i

t |2) +
N2∑
j=1

(|∆xjt |2 + |∆rjt |2 + |∆yjt |2 + |∆pjt |2)
]
dt
]

≤ (ζ + δn)CE
∫ T

0

[ N1∑
i=1

|∆P i
t |2 +

N2∑
j=1

(|∆yjt |2 + |∆pjt |2)
]
dt

+ ζCE
[ N1∑
i=1

|∆Xi

T |2 +
N2∑
j=1

(|∆xjT |
2 + |∆rjT |

2)
]

+ ζCE
∫ T

0

[ N1∑
i=1

(|∆Xi

t|2 + |∆P i

t|2) +
N2∑
j=1

(|∆xjt |2 + |∆rjt |2 + |∆yjt |2 + |∆pjt |2)
]
dt.

(3.18)

Choose δF∗ ≤ δF0 so that CδF∗ < 1. Then, for any δn = N1/N2 ≤ δF∗ , there exists ζ > 0 sufficiently
small so that

(ζ + δn)C < 1, and
ζC

1− (ζ + δn)C
< 1.
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For such a ζ, the inequality (3.18) implies that the map u 7→ u is a contraction with respect to the

norm E[|uT |2 +
∫ T
0 |ut|2dt]

1
2 . By a simple application of Burkholder-Davis-Gundy (BDG) inequality,

one can also show that it is a contraction map in the space S2(F;Rn)2N1+4N2 .

By Theorems 3.3 and 3.4, (β̂it := β̂i(t, ut), i = 1, . . . , N1)t∈[0,T ] and (ϖt(yt, β̂t))t∈[0,T ] defined by
the solution u of (3.13) give the unique optimal solution to (3.7) and the associated equilibrium price
process, respectively. As one can see from the form of ϖt(·, ·), the cooperative agents gain more
market power, i.e. larger price impacts, as their relative population size δn grows. It may allow the
cooperative agents to make arbitrary amount of profit by some sort of price manipulation. In fact, in
the literature on the optimal trade executions, it has been known that large price impacts may cause
a so-called “hot-potato” problem of strongly oscillating sale and purchase. (See, for example, Schied
& Zhang (2017) [51].) It is possible that this is one of the economic reasons why we need a small δn
for the well-posedness.

Since (3.13) has a strong unique F-adapted solution, Yamada-Watanebe Theorem for FBSDEs [14,
Theorem 1.33] implies that there exists a some measurable function Φ satisfying(

(Xi, P i){i=1,...,N1}, (x
j , yj , pj , rj){j=1,...,N2}

)
= Φ

(
W 0, (ξi,W i){i=1,...,N1}, (η

j , Bj){j=1,...,N2}
)
.

By the symmetry in the interactions of the agents (Remark 3.6) with the form of empirical means, as
well as the symmetry in their heterogeneities as mentioned in Remarks 3.1 and 3.4, the function Φ
does not depend on the order of indexes i and j. Hence, due to the i.i.d. property of (ξi,W i){i=1,...,N1}

and (ηj , Bj){j=1,...,N2}, we can see that the joint distributions of (Xi, P i, ξi, ci, β̂i,W i){i=1,...,N1} as
well as (xj , yj , pj , rj , ηj , cj , Bj){j=1,...,N2} are invariant under the permutation of their indexes re-
spectively. In other words, they are the exchangeable random variables. Since W 0 is independent
from the other inputs, the exchangeability also holds F0-conditionally. Moreover, the permutation
of (xj , yj , pj , rj , ηj , cj , Bj){j=1,...,N2} does not affect the distribution of (Xi, P i, ξi, ci, β̂i,W i){i=1,...,N1}
and vice versa.

4 Mean-field equilibrium

4.1 Notations and preliminary remarks

Before setting up the mean-field model, let us introduce some notations to be used in this section. Since
we will single out an arbitrarily chosen pair of representative agents (i, j) from the two populations,
and the other agents are to be decoupled, it is useful to work on smaller probability spaces.

• (Ω,F ,P) is a probability space defined by the product Ω := Ω
1,i × Ω

2,j
with (F ,P) the completion of

(F1,i ⊗ F2,j
, P1,i ⊗ P2,j

). F := (F t)t≥0 denotes the complete and right-continuous augmentation of

(F1,i

t ⊗F2,j

t )t≥0.

• (Ω,F ,P) is a probability space defined by the product Ω := Ω0 × Ω with (F ,P) the completion of
(F0⊗F , P0⊗P). F := (Ft)t≥0 denotes the complete and right-continuous augmentation of (F0

t ⊗F t)t≥0.
Here, (Ω0,F0,P0) with F0 is defined in the same way as in Section 2.

E[·] denotes the expectation with respect to P, and ω = (ω0, ω) with ω0 ∈ Ω0 and ω ∈ Ω a generic
element of Ω. Recall that F0 denotes the filtration generated by the common noise W 0. We also need
the following:

• (Ω1,i,F1,i,P1,i) is a probability space defined by the product Ω1,i := Ω0×Ω
1,i

with (F1,i,P1,i) the comple-

tion of (F0⊗F1,i
,P0⊗P1,i

). F1,i := (F1,i
t )t≥0 denotes the complete and right-continuous augmentation of

(F0
t ⊗F1,i

t )t≥0. (Ω
2,j ,F2,j ,P2,j) with F2,j := (F2,j

t )t≥0 is defined similarly as above with (Ω
1,i
,F1,i

,P1,i
)

and F1,i
replaced by (Ω

2,j
,F2,j

,P2,j
) and F2,j

.
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Let us give some remarks on the properties of F0-conditional distributions and expectations. By
[14, Lemma 2.4], it is shown that for any Rn-valued random variable X on (Ω,F ,P), X(ω0, ·) is a
random variable on (Ω,F ,P) for P0-a.e. ω0 ∈ Ω0. In particular, by assigning an arbitrary P(Rn)
value for the exceptional set, the map defined by ω0 7→ L0(X)(ω0) := L(X(ω0, ·)) is a random variable
on (Ω0,F0,P0) into P(Rn), and L0(X) provides the conditional law of X given F0. Moreover, if
X = (Xt)t≥0 is a stochastic process in S2(F;Rn) then [14, Lemma 2.5] shows that we can find a
version of (L0(Xt))t≥0 such that the process (L0(Xt))t≥0 is F0-adapted and has continuous paths
in P2(Rn). We denote by E0[·] the F0-conditional expectation, or equivalently the integration over
Ω by P. For any integrable F-adapted process X = (Xt)t≥0, we have E0[Xt](ω

0) = E[Xt(ω
0, ·)] =

E[Xt|F0
t ](ω

0) = E[Xt|F0](ω0), since σ(W 0
s − W 0

t ), s > t is independent of σ(Xt). In [14, Section
4.1.3], it is shown that we can find a version of (E0[Xt])t≥0 which is F0-progressively measurable by
modifying dt ⊗ dP0-null set when the process X = (Xt)t≥0 is F-progressively measurable. In the
remainder, we always use such a version.

As we have discussed in Subsection 3.2.1, we need to lift a function on probability measures to
that on L2-random variables to define the L-derivative. To do this, we need another probability space.

• (Ω̃, F̃ , P̃) is a copy of the probability space (Ω,F ,P). For any random variable X on Ω = Ω0 × Ω, the

symbol X̃ is used to denote a random variable defined as a copy of X on the space Ω̃ := Ω0 × Ω̃. We also
use the abbreviations such as, f̃ i1(t, ·) := f1(t, ·, c0t , c̃it) and g̃i1(·) := g1(·, c0T , c̃iT ) to ease the notations.

In particular, conditionally on F0 (i.e. for each ω0 ∈ Ω0,P0-a.e.), X and X̃ are independent and have
the same distribution L0(X) = L0(X̃). The corresponding expectations Ẽ[·] and Ẽ0[·] are defined in the
same way as E[·] and E0[·], respectively. When we need to put both X and X̃ on the common space, we

always assume that they are extended naturally to the space Ω0×Ω×Ω̃ and still use the same symbols.
We have EẼ[·] = EẼ0[·] = ẼE0[·]. In particular, if F : Rn×Rn → R is a measurable function such that
F (X, X̃) is integrable, then Fubini’s theorem implies EẼ0[F (X, X̃)] = EẼ0[F (X̃,X)]. Throughout
this section, we work under Assumptions 3.2-3.3.

4.2 Mean-field problem

Our problem in this section is to solve
inf

βi∈Ai
1

J i
1 (β

i), (4.1)

with the cost functional defined by

J i
1 (β

i) := E
[∫ T

0

f i1(t,X
i
t ,L0(Xi

t), πt(y
j
t , β

i
t), β

i
t)dt+ gi1(X

i
T ,L0(Xi

T ))
]
,

under the dynamic constraints:

dXi
t = (βi

t + ρ1(t)πt(y
j
t , β

i
t) + li1(t))dt+ σi,0

1 (t)dW 0
t + σi

1(t)dW
i
t ,

dxjt = (−Λt(y
j
t + πt(y

j
t , β

i
t)) + ρ2(t)πt(y

j
t , β

i
t) + lj2(t))dt+ σj,0

2 (t)dW 0
t + σj

2(t)dB
j
t ,

dyjt = −(∂xf
j

2(t, x
j
t )− btπt(y

j
t , β

i
t))dt+ zj,0t dW 0

t + zj,jt dBj
t ,

(4.2)

with the boundary conditions; Xi
0 = ξi, xj0 = ηj and yjT = ∂xg

j
2(x

j
T ). Here, Ai1 := H2(F1,i;A1) is the

space of admissible controls, and we have used the definition

πt(y, β) := −E0[y] + δnΛtE0[β]. (4.3)

In this problem, we have chosen a pair (i, j) as the representative agents from the two populations
and they are kept fixed throughout this section. The rigorous discussions on the relation between this
problem with the finite-agent equilibrium discussed in the previous sections will be the topic in the
next section.
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Remark 4.1. Let Assumptions 3.2-3.3 hold. Then, for a given βi ∈ Ai1, there exists a unique solution
xj , yj ∈ S2(F2,j ;Rn) of (4.2). This can be shown by the Peng-Wu’s continuation method in a completely
parallel manner to Theorem 3.2. In fact, this is a special situation handled in [27, Theorem 4.2].
Therefore, for each βi ∈ Ai1, the state processes (Xi, xj , yj) ∈ S2(F1,i;Rn)× (S2(F2,j ;Rn))2 are defined
uniquely.

Note that, the symmetric interaction contained in ϖt(·, ·) as the empirical means does not exist
in πt(·, ·) anymore. This induces a decoupling among the agents, which can also be observed in the
information structure. Since Xi is adapted to F1,i, the representative agent i only cares about the

common information F0 and her own idiosyncratic information F1,i
. The same observation holds for

the agent j of the second population.
The involvement of E0[βit]-term in the cost function makes our problem the conditional extended

mean-field control [1]. For this type of problem, it is convenient to work on the lifted Hamiltonian H
defined on the L2-space. We define the map H : [0, T ]×L2(F1,i

t ;Rn)×(L2(F2,j
t ;Rn))2×L2(F1,i

t ;Rn)×
(L2(F2,j

t ;Rn))2 × L2(F1,i
t ;A1) 3 (t,Xi

t , x
j
t , y

j
t , P

i
t , p

j
t , r

j
t , β

i
t) 7→ H(t,Xi

t , x
j
t , y

j
t , P

i
t , p

j
t , r

j
t , β

i
t) ∈ R by

H(t,Xi
t , x

j
t , y

j
t , P

i
t , p

j
t , r

j
t , β

i
t)

:= E
[
〈P i

t , β
i
t + ρ1(t)πt(y

j
t , β

i
t) + li1(t)〉+ f i1(t,X

i
t ,L0(Xi

t), πt(y
j
t , β

i
t), β

i
t)

+ δn
{
〈pjt ,−Λt(y

j
t + πt(y

j
t , β

i
t)) + ρ2(t)πt(y

j
t , β

i
t) + lj2(t)〉+ 〈rjt ,−∂xf

j

2(t, x
j
t ) + btπt(y

j
t , β

i
t)〉

}]
,

(4.4)

where δn := 1/δn = N2/N1. The dependence on the conditional distribution L0(Xi
t) as well as the

conditional expectations (E0[yjt ],E0[βit]) in πt(·, ·) is treated as a function on the random variables Xi
t

and (yjt , β
i
t). Since there is no information about the size of populations in the dynamics (4.2), it

must be given by hand to the Hamiltonian H using the coefficient δn. The way in which H depends
on δn may be guessed from H in (3.9). As before, with slight abuse of notation, we write the lifted
Hamiltonian as H(t,Xi

t , x
j
t , y

j
t , P

i
t , p

j
t , r

j
t , πt, β

i
t) when we treat πt ∈ L2(F0

t ;Rn) as a separate argument.
For each ut := (Xi

t , x
j
t , y

j
t , P

i
t , p

j
t , r

j
t ), we want to find the minimizer:

β̂i(t, ut) := argmin
(
H(t,Xi

t , x
j
t , y

j
t , P

i
t , p

j
t , r

j
t , β

i
t);β

i
t ∈ L2(F1,i

t ;A1)
)
.

The optimization problem in a Hilbert space has been well studied and we can follow the standard
technique using the weak sequential lower-semicontinuity. See, for example, [46] and a brief monograph
[49]. We often use the following results on Frechet derivatives of H: with πt := πt(y

j
t , β

i
t) and µt :=

L0(Xi
t),

DβiH(t, ut, β
i
t) = ∂βiH(t, ut, πt, β

i
t) + δnΛtE0[∂πH(t, ut, πt, β

i
t)]

= P i
t + ∂βf

i
1(t,X

i
t , µt, πt, β

i
t) + δnΛtE0[∂ϖf

i
1(t,X

i
t , µt, πt, β

i
t)]

+ δnρ1(t)ΛtE0[P i
t ] + (−I + ρ2(t)Λt)E0[pjt ] + btΛtE0[rjt ],

DXiH(t, ut, β
i
t) = ∂xf

i
1(t,X

i
t , µt, πt, β

i
t) + Ẽ0[∂µf̃

i
1(t, X̃

i
t , µt, πt, β̃

i
t)(X

i
t)],

DxjH(t, ut, β
i
t) = ∂xjH(t, ut, β

i
t) = −cjf (t)r

j
t ,

DyjH(t, ut, β
i
t) = −δnΛtp

j
t − E0[∂πH(t, ut, πt, β

i
t)]

= −E0[∂ϖf
i
1(t,X

i
t , µt, πt, β

i
t)]− ρ1(t)E0[P i

t ] + δn
(
Λt(E0[pjt ]− pjt )− ρ2(t)E0[pjt ]− btE0[rjt ]

)
.

(4.5)

Lemma 4.1. Under Assumptions 3.2-3.3, for each t ∈ [0, T ] and a given set of adjoint variables
(P it , p

j
t , r

j
t ) ∈ L2(F1,i

t ;Rn) × (L2(F2,j
t ;Rn))2, the lifted Hamiltonian H defined by (4.4) is jointly con-

vex in (Xi
t , x

j
t , y

j
t , β

i
t) ∈ L2(F1,i

t ;Rn) × (L2(F2,j
t ;Rn))2 × L2(F1,i

t ;A1) and strictly so in (Xi
t , β

i
t). In

particular, for any t ∈ [0, T ] and input ut := (Xi
t , x

j
t , y

j
t , P

i
t , p

j
t , r

j
t ), there exists a unique minimizer

β̂it := β̂i(t, ut) ∈ L2(F1,i
t ;A1) that satisfies the following linear growth and the Lipschitz continuity
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properties:

E
[
|β̂i(t, ut)|2

]
≤ CE

[
1 + |Xi

t |2 + |P i
t |2 + |E0[yjt ]|2 + |E0[pjt ]|2 + |E0[rjt ]|2 + |c0t |2 + |cit|2

]
,

E
[
|β̂i(t, ut)− β̂i(t, út)|2

]
≤ CE

[
|Xi

t − X́i
t |2 + |P i

t − Ṕ i
t |2 + |E0[yjt − ýjt ]|2 + |E0[pjt − ṕjt ]|2 + |E0[rjt − ŕjt ]|2

]
.

where út := (X́i
t , x́

j
t , ý

j
t , Ṕ

i
t , ṕ

j
t , ŕ

j
t ) is another input and C is some positive constant independent of δn.

Proof. Firstly, we check the relevant convexity of H. For a given set of adjoint variables (P it , p
j
t , r

j
t ), let

us consider two arbitrary inputs (Xi
t , x

j
t , y

j
t ), (X́

i
t , x́

j
t , ý

j
t ) ∈ L2(F1,i

t ;Rn)× (L2(F2,j
t ;Rn))2 and βit, β́

i
t ∈

L2(F1,i
t ;A1). For notational simplicity, we put ut := (Xi

t , x
j
t , y

j
t , P

i
t , p

j
t , r

j
t ) and út := (X́i

t , x́
j
t , ý

j
t , P

i
t , p

j
t , r

j
t ),

µt := L0(Xi
t), µ́t := L0(X́i

t), πt := πt(y
j
t , β

i
t), π́t := πt(ý

j
t , β́

i
t), ∆X

i
t := X́i

t − Xi
t ,∆β

i
t := β́it − βit and

∆πt := π́t − πt = −E0[∆yjt ] + δnΛtE0[∆βit], etc. Then, the Frechet derivatives (4.5), Assumption 3.3
(iv) and Fubini’s theorem yield

H(t, út, β́
i
t)−H(t, ut, β

i
t)− E

[
〈DXiH(t, ut, β

i
t),∆X

i
t〉+ 〈DxjH(t, ut, β

i
t),∆x

j
t 〉

+ 〈DyjH(t, ut, β
i
t),∆y

j
t 〉+ 〈DβiH(t, ut, β

i
t),∆β

i
t〉
]

= E
[
f i1(t, X́

i
t , µ́t, π́t, β́

i
t)− f i1(t,X

i
t , µt, πt, β

i
t)− Ẽ0[〈∂µf i1(t,Xi

t , µt, πt, β
i
t)(X̃

i
t),∆X̃

i
t〉]

− 〈∂xf i1(t,Xi
t , µt, πt, β

i
t),∆X

i
t〉 − 〈E0[∂ϖf

i
1(t,X

i
t , µt, πt, β

i
t)],∆πt〉 − 〈∂βf i1(t,Xi

t , µt, πt, β
i
t),∆β

i
t〉
]

≥ 1

2
E
[
γf1 |∆Xi

t |2 + λβ |∆βi
t |2 + λϖ|∆πt|2

]
.

(4.6)

This gives the desired convexity. Since the map βit 7→ H(t, ut, β
i
t) is coercive due to its strict λβ-

convexity, we can restrict its minimization on the set K := {βit ∈ L2(F1,i
t ;A1), ‖βit‖L2 ≤M} for some

constant M > 0. Since our probability spaces are assumed to be the completion of those countably
generated, it is known that H := L2(F1,i

t ;Rn) is a separable Hilbert space. Since K is a bounded and
closed convex subset of H, K is weakly sequentially compact by [46, Proposition 2.6]. Since the map
βit 7→ H(t, ut, β

i
t) is strongly continuous and convex, it is also weakly sequentially lower semicontinuous

by [46, Lemma 2.7]. Therefore, by [46, Theorem 3.1], there exists a minimizer β̂i(t, ut) of the map,
which is unique by the strict convexity.

The latter claims can be proved similarly to those in Lemma 3.1. Let us fix β0 ∈ L2(F1,i
t ;A1)

arbitrarily, and denote by β̂it := β̂i(t, ut), β̂
′,i
t := β̂i(t, út) ∈ L2(F1,i

t ;A1) the unique minimizers of
H(t, ut, ·) andH(t, út, ·), respectively. Here, ut := (Xi

t , x
j
t , y

j
t , P

i
t , p

j
t , r

j
t ) and út := (X́i

t , x́
j
t , ý

j
t , Ṕ

i
t , ṕ

j
t , ŕ

j
t )

are two arbitrary inputs. Using the convexity (4.6) and the optimality condition, we can show that
the following inequalities hold:

λβ
2
E[|β̂i

t − β0|2] ≤ E
[
〈β0 − β̂i

t , DβiH(t, ut, β
0)〉

]
,

λβE[|β̂′,i
t − β̂i

t |2] ≤ E
[
〈β̂′,i

t − β̂i
t , DβiH(t, ut, β̂

′,i
t )−DβiH(t, út, β̂

′,i
t )〉

]
.

Yong’s equality and Lipschitz continuity from Assumption 3.3 (iii) then give the desired result.

The system of state and adjoint equations for the problem (4.1) is given as follows:

dXi
t = (β̂i

t + ρ1(t)πt(y
j
t , β̂

i
t) + li1(t))dt+ σi,0

1 (t)dW 0
t + σi

1(t)dW
i
t ,

dxjt = (−Λt(y
j
t + πt(y

j
t , β̂

i
t)) + ρ2(t)πt(y

j
t , β̂

i
t) + lj2(t))dt+ σj,0

2 (t)dW 0
t + σj

2(t)dB
j
t ,

dyjt = −(∂xf
j

2(t, x
j
t )− btπt(y

j
t , β̂

i
t))dt+ zj,0t dW 0

t + zj,jt dBj
t ,

dP i
t = −

{
∂xf

i
1(t,X

i
t ,L0(Xi

t), πt(y
j
t , β̂

i
t), β̂

i
t) + Ẽ0[∂µf̃

i
1(t, X̃

i
t ,L0(Xi

t), πt(y
j
t , β̂

i
t),

˜̂
βi
t)(X

i
t)]

}
dt

+Qi,0
t dW 0

t +Qi,i
t dW

i
t ,

dpjt = cjf (t)r
j
tdt+ qj,0t dW 0

t + qj,jt dBj
t ,

drjt = −
{
Λt(E0[pjt ]− pjt )− ρ2(t)E0[pjt ]− btE0[rjt ]

− δnρ1(t)E0[P i
t ]− δnE0[∂ϖf

i
1(t,X

i
t ,L0(Xi

t), πt(y
j
t , β̂

i
t), β̂

i
t)]

}
dt,

(4.7)
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with boundary conditions: Xi
0 = ξi, xj0 = ηj , rj0 = 0 and

yjT = ∂xg
j
2(x

j
T ), P i

T = ∂xg
i
1(X

i
T ,L0(Xi

T )) + Ẽ0[∂µg̃
i
1(X̃

i
T ,L0(Xi

T ))(X
i
T )], pjT = −cjgr

j
T .

Here, ∀t ∈ [0, T ], β̂it := β̂i(t, ut) is the minimizer of H(t, ut, ·) with ut := (Xi
t , x

j
t , y

j
t , P

i
t , p

j
t , r

j
t ). The

next theorem gives a mean-field counterpart of Theorem 3.3.

Remark 4.2. Using (4.5), one can check that the drift terms of the adjoint processes (P i, pj , rj) are
given by −DXiH(t, ut, β̂

i
t), −δnDxjH(t, ut, β̂

i
t) and −δnDyjH(t, ut, β̂

i
t), respectively.

Theorem 4.1. Let Assumptions 3.2-3.3 be in force. Suppose that there exists a unique square inte-
grable solution to the system of equations (4.7) with (Xi, xj , yj , P i, pj , rj) ∈ S2(F1,i;Rn)×S2(F2,j ;Rn)2×
S2(F1,i;Rn) × S2(F2,j ;Rn)2 with β̂it := β̂i(t, ut) the minimizer of H(t,Xi

t , x
j
t , y

j
t , P

i
t , p

j
t , r

j
t , ·) for dt-

a.e. t ∈ [0, T ]. Then, β̂it, t ∈ [0, T ] is the unique optimal solution to (4.1).

Proof. Let u := (Xi, xj , yj , P i, pj , rj) be the solution to (4.7) with β̂it = β̂i(t, ut) the minimizer of
H(t, ut, ·), dt-a.e. We denote by (X́i, x́j , ýj) the sate processes corresponding to another control β́i ∈ Ai1
and set ú := (X́i, x́j , ýj , P i, pj , rj). We put µt := L0(Xi

t), µ́t := L0(X́i
t), πt := πt(y

j
t , β̂

i
t), π́t :=

πt(ý
j
t , β́

i
t), ∆Xi

t = X́i
t − Xi

t , ∆xjt := x́jt − xjt , ∆βit := β́it − β̂it and ∆πt := π́t − πt, etc. From
Assumption 3.3 (v), Fubini’s theorem and the equality 〈pjT ,∆x

j
T 〉+ 〈rjT ,∆y

j
T 〉 = 0, we obtain

E
[
gi1(X́

i
T , µ́T )− gi1(X

i
T , µT )

]
≥ E

[
〈P i

T ,∆X
i
T 〉+ δn(〈pjT ,∆x

j
T 〉+ 〈rjT ,∆y

j
T 〉)

]
.

Thus, an application of Itô-formula and the optimality condition E
[
〈DβiH(t, ut, β̂

i
t),∆β

i
t〉
]
≥ 0 dt-a.e.

yield

J i
1 (β́

i)− J i
1 (β̂

i) ≥
∫ T

0

[
H(t, út, β́

i
t)−H(t, ut, β̂

i
t)− E

[
〈DXiH(t, ut, β̂

i
t),∆X

i
t〉+ 〈DxjH(t, ut, β̂

i
t),∆x

j
t 〉

+ 〈DyjH(t, ut, β̂
i
t),∆y

j
t 〉+ 〈DβiH(t, ut, β̂

i
t),∆β

i
t〉
]]
dt

≥ 1

2

∫ T

0

E
[
γf1 |∆Xi

t |2 + λβ |∆βi
t |2 + λϖ|∆πt|2

]
dt,

which proves the claim.

4.3 Existence of mean-field equilibrium

By Theorem 4.1, it only remains to show the existence of a solution to the FBSDE (4.7) of conditional
McKean-Vlasov type. Thanks to the similarity in the form of equations, we can proceed in a parallel
fashion to Section 3.2.3. For each t, let us denote by ut := (Xi

t , x
j
t , y

j
t , P

i
t , p

j
t , r

j
t ) a generic element in

L2(F1,i
t ;Rn)× (L2(F2,j

t ;Rn))2×L2(F1,i
t ;Rn)× (L2(F2,j

t ;Rn))2. As we have done before, we introduce
the following maps:

BXi(t, ut) := β̂i
t + ρ1(t)πt(y

j
t , β̂

i
t) + li1(t),

Bxj (t, ut) := −Λt(y
j
t + πt(y

j
t , β̂

i
t) + ρ2(t)πt(y

j
t , β̂

i
t) + lj2(t),

Brj (t, ut) := −
{
Λt(E0[pjt ]− pjt )− ρ2(t)E0[pjt ]− btE0[rjt ]− δnρ1(t)E0[P i

t ]

− δnE0[∂ϖf
i
1(t,X

i
t , µt, πt(y

j
t , β̂

i
t), β̂

i
t)]

}
,

FP i(t, ut) := −
{
∂xf

i
1(t,X

i
t , µt, πt(y

j
t , β̂

i
t), β̂

i
t) + Ẽ0[∂µf̃

i
1(t, X̃

i
t , µt, πt(y

j
t , β̂

i
t),

˜̂
βi
t)(X

i
t)]

}
,

Fyj (t, ut) := −∂xf
j

2(t, x
j
t ) + btπt(y

j
t , β̂

i
t), Fpj (t, ut) := cjf (t)r

j
t ,

(4.8)

and similarly

GP i(uT ) := ∂xg
i
1(X

i
T , µT ) + Ẽ0[∂µg̃

i
1(X̃

i
T , µT )(X

i
T )], Gyj (uT ) := ∂xg

j
2(x

j
T ), Gpj (uT ) := −cjgr

j
T .
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Here, µt := L0(Xi
t) and β̂

i
t := β̂i(t, ut) is the minimizer of H(t, ut, ·).

Let ut := (Xi
t , x

j
t , y

j
t , P

i
t , p

j
t , r

j
t ) and út := (X́i

t , x́
j
t , ý

j
t , Ṕ

i
t , ṕ

j
t , ŕ

j
t ) be two arbitrary inputs in the

space L2(F1,i
t ;Rn) × (L2(F2,j

t ;Rn))2 × L2(F1,i
t ;Rn) × (L2(F2,j

t ;Rn))2. We introduce the following

abbreviations: µ́t := L0(X́i
t), β̂

′,i
t := β̂i(t, út), πt := πt(y

j
t , β̂

i
t), π́t := πt(ý

j
t , β̂

′,i
t ), f i1(t, ut, β̂

i
t) :=

f i1(t,X
i
t , µt, πt, β̂

i
t) and f i1(t, út, β̂

′,i
t ) := f i1(t, X́

i
t , µ́t, π́t, β̂

′,i
t ). We also put ∆ut := ut − út, ∆Xi

t :=

Xi
t − X́i

t , ∆yjt := yjt − ýjt , ∆πt := πt − π́t, ∆β̂it := β̂it − β̂′,it , ∆BXi(t) := BXi(t, ut) − BXi(t, út),
∆FP i(t) := FP i(t, ut)− FP i(t, út), ∆GP i := GP i(uT )−GP i(úT ), etc.

Lemma 4.2. Under Assumptions 3.2-3.3, the terminal functions satisfy for any inputs (uT , úT ),

E
[
〈∆GP i ,∆Xi

T 〉+ δn(〈∆Gyj ,∆xjT 〉+ 〈(−1)∆Gpj ,∆rjT 〉)
]
≥ E

[
γg1 |∆Xi

T |2 + δnγ
g
2 (|∆x

j
T |

2 + |∆rjT |
2)
]
.

Proof. Using Fubini’s theorem, it directly follows from Assumption 3.2 (iv) and Assumption 3.3 (v).

Lemma 4.3. Let Assumptions 3.2-3.3 hold. Then, for any t ∈ [0, T ] and inputs (ut, út), there exists
a positive constant δM0 such that, for any δn ≤ δM0 , the inequality

D(t) ≤ −γfE
[
|∆Xi

t |2 + δn(|∆xjt |2 + |∆rjt |2)
]
+ δnCE

[
|∆P i

t |2 + δn(|∆yjt |2 + |∆pjt |2)
]

holds with γf := min
(γf1

2 ,
γf2
3

)
and some positive constant C independent of δn. Here,

D(t) := E
[
〈∆BXi(t),∆P i

t 〉+ δn(〈∆Bxj (t),∆yjt 〉+ 〈(−1)∆Brj (t),∆p
j
t 〉)

]
+ E

[
〈∆FP i(t),∆Xi

t〉+ δn(〈∆Fyj (t),∆xjt 〉+ 〈(−1)∆Fpj (t),∆rjt 〉)
]
.

Proof. From (4.5), we now have

∆P i
t = DβiH(t, ut, β̂

i
t)−DβiH(t, út, β̂

′,i
t )− (∂βf

i
1(t, ut, β̂

i
t)− ∂βf

i
1(t, út, β̂

′,i
t )) + (I − ρ2(t)Λt)E0[∆pjt ]

− btΛtE0[∆rjt ]− δnρ1(t)ΛtE0[∆P i
t ]− δnΛtE0[∂ϖf

i
1(t, ut, β̂

i
t)− ∂ϖf

i
1(t, út, β̂

′,i
t )].

With simple replacement of summations to expectations, we can proceed in almost the same way as
in Lemma 3.3, hence we omit the details.

Theorem 4.2. Let Assumptions 3.2-3.3 be in force. Then, there exists some positive constant δM∗ ≤
δM0 such that, for any δn ≤ δM∗ , there exists a unique square integrable solution to the FBSDE (4.7)
of McKean-Vlasov type with u := (Xi, xj , yj , P i, pj , rj) ∈ S2(F1,i;Rn) × S2(F2,j ;Rn) × S2(F2,j ;Rn) ×
S2(F1,i;Rn)× S2(F2,j ;Rn)× S2(F2,j ;Rn). With the solution u, the process (β̂it := β̂i(t, ut))t∈[0,T ] gives
the unique optimal solution to (4.1).

Proof. We put γ := min
(γf1

2 ,
γf2
3 , γ

g
1 , γ

g
2

)
and choose IXi , IP i ∈ H2(F1,i;Rn), Ixj , Irj , Iyj , Ipj ∈ H2(F2,j ;Rn),

and θP i ∈ L2(F1,i
T ;Rn), θyj , θpj ∈ L2(F2,j

T ;Rn) arbitrarily. For ϱ ∈ [0, 1) and ζ ∈ (0, 1), we consider

the map from u := (X
i
, xj , yj , P

i
, pj , rj) ∈ S2(F1,i;Rn)× (S2(F2,j ;Rn))2×S2(F1,i;Rn)× (S2(F2,j ;Rn))2

to u := (Xi, xj , yj , P i, pj , rj) in the same space defined by

dXi
t =

[
ϱBXi(t, ut) + ζBXi(t, ut) + IXi(t)

]
dt+ σi,0

1 (t)dW 0
t + σi

1(t)dW
i
t ,

dxjt =
[
ϱBxj (t, ut) + ζBxj (t, ut) + Ixj (t)

]
dt+ σj,0

2 (t)dW 0
t + σj

2(t)dB
j
t ,

drjt =
[
ϱBrj (t, ut) + ζBrj (t, ut) + Irj (t)

]
dt,

dP i
t = −

[
(1− ϱ)γXi

t − ϱFP i(t, ut) + ζ(−γXi

t − FP i(t, ut)) + IP i(t)
]
dt+Qi,0

t dW 0
t +Qi,i

t dW
i
t ,

dyjt = −
[
(1− ϱ)γxjt − ϱFyj (t, ut) + ζ(−γxjt − Fyj (t, ut)) + Iyj (t)

]
dt+ zj,0t dW 0

t + zj,jt dBj
t ,

dpjt = −
[
−(1− ϱ)γrjt − ϱFpj (t, ut) + ζ(γrjt − Fpj (t, ut)) + Ipj (t)

]
dt+ qj,0t dW 0

t + qj,jt dBj
t ,

(4.9)
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with the boundary conditions X0 = ξi, x0 = ηj , r0 = 0 and P iT = ϱGP i(uT )+(1−ϱ)Xi
T + ζ(GP i(uT )−

X
i
T ) + θP i , y

j
T = ϱGyj (uT ) + (1 − ϱ)xjT + ζ(Gyj (uT ) − xjT ) + θyj and pjT = ϱGpj (uT ) − (1 − ϱ)rjT +

ζ(Gpj (uT ) + rjT ) + θpj . Using (4.9) (instead of (3.16)), Lemmas 4.2-4.3, Fubini’s theorem, and the

estimate on |β̂i(t, ut)− β̂i(t, út)|2 from Lemma 4.1, we can prove the claim in an almost (i.e. replacing
the summations by appropriate expectations) the same way as in the case for Theorem 3.4.

5 Convergence to the mean-field limit

Finally, in this section, we are going to prove that the finite-agent equilibrium given in Section 3
converges to the one in Section 4 when we take a large population limit N1, N2 → ∞ while keeping
the ratio δn = N1/N2 unchanged. To handle the large population limit, we make the probability space

(Ω,F ,P) big enough Ω :=
∏∞
i=1Ω

1,i ×
∏∞
j=1Ω

2,j
to support the relevant random variables. The other

conventions are the same as in Section 2 and Subsection 4.1. Throughout this section, we work under
Assumptions 3.2-3.3 with

δn ≤ δ∗ := min(δF∗ , δ
M
∗ ).

so that Theorems 3.4 and 4.2 hold.
Obviously, the analysis for the mean-field model done in Section 4 is independent from the choice of

the representative agents (i, j). Thanks to the existence of unique strong solution (Xi, P i, xj , yj , pj , rj) ∈
S2(F1,i;Rn)2×S2(F2,j ;Rn)4 to (4.7), Yamada-Watanebe Theorem for FBSDEs (see, [14, Theorem 1.33])
indicates that there exists some measurable functions Φ1,Φ2 such that

(Xi, P i) = Φ1(W
0, ξi,W i), (xj , yj , pj , rj) = Φ2(W

0, ηj , Bj)

hold, where Φ1,Φ2 are independent from the choice of (i, j) by the symmetry of the model (see, Re-
marks 3.1 and 3.4). This result implies that (Xi, P i, ξi, ci,W i)N1

i=1 as well as (x
j , yj , pj , rj , ηj , cj , Bj)N2

j=1

are F0-conditionally i.i.d. within each group, and also that the two groups are mutually F0-conditionally
independent. Moreover, Lemma 4.1 tells that β̂i is independent from xj and depends on (yj , pj , rj)
only through their F0-conditional expectations E0[·]. Hence, (Xi, P i, β̂i, ξi, ci,W i)N1

i=1 are also F0-

conditionally i.i.d. As a result, an F0-adapted process πt(y
j
t , β̂

i
t) = −E0[yjt ] + δnΛtE0[β̂it], t ∈ [0, T ] is

independent from the choice of (i, j), which is as expected if π is the market price process in the large
population limit. This also implies that (Xi, P i) are independent from the choice of j in (xj , yj , pj , rj)
and vice versa since the two groups interact only through the price process π. Recall that, under the
finite-agent setup in Section 3, we only have the (F0-conditional) exchangeability.

In the remainder of this section, for each (i, j) with 1 ≤ i ≤ N1, 1 ≤ j ≤ N2, let us denote by
u := (Xi, xj , yj , P i, pj , rj) ∈ S2(F1,i;Rn)× (S2(F2,j ;Rn))2 × S2(F1,i;Rn)× (S2(F2,j ;Rn))2 the solution
to (4.7), and β̂i := (β̂i(t, ut))t∈[0,T ] ∈ Ai1 the minimizer of the lifted Hamiltonian H(t, ut, ·) in (4.4). On
the other hand, we use the symbols with the superscript n := (N1, N2) when we describe the variables
in the finite-agent market, such as un := (Xn, xn, yn, P n, pn, rn) ∈ S2(F;Rn)2N1+4N2 and β̂n ∈ AN1

1

with Xn := (Xn,i)N1
i=1, x

n := (xn,j)N2
j=1, y

n := (yn,j)N2
j=1, P

n := (P n,i)N1
i=1, p

n := (pn,j)N2
j=1, r

n := (rn,j)N2
j=1,

and β̂n := (β̂n,i)N1
i=1. In particular, we denote by un the solution to the system of FBSDEs (3.13) and

β̂nt the minimizer of Hamiltonian H(t, unt , ·) in (3.9). Note that, as long as δn = N1/N2 ≤ δ∗ is kept
constant, there exists some positive constant C independent of the population sizes (N1, N2) such that
the inequality

sup
t∈[0,T ]

E
[
|Xn,i

t |2 + |xn,jt |2 + |yn,jt |2 + |P n,i
t |2 + |pn,jt |2 + |rn,jt |2 + |β̂n,i

t |2

+ |Xi
t |2 + |xjt |2 + |yjt |2 + |P i

t |2 + |pjt |2 + |rjt |2 + |β̂i
t |2

]
≤ C

(5.1)

holds for every i and j. Here, the estimate for the first line is obtained from the standard result on
the L2-moment of the FBSDE solutions normalized by each population size using the exchangeability,
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and Lemma 3.1. The one for the second line is obvious from the F0-conditional i.i.d. property and
Lemma 4.1.

What we are going to do is the comparison of the two cost functionals:

J i
1(β̂

n) = E
[∫ T

0

f i1(t,X
n,i
t , νN1

t , ϖt(y
n
t , β̂

n
t ), β̂

n,i
t )dt+ gi1(X

n,i
T , νN1

T )
]

and

J i
1 (β̂

i) = E
[∫ T

0

f i1(t,X
i
t , µt, πt(y

j
t , β̂

j
t ), β̂

i
t)dt+ gi1(X

i
T , µT )

]
,

where νN1
t := 1

N1

∑N1
i=1 δXn,i

t
and µt := L0(Xi

t) = L0(X1
t ). Note that both J i1(β̂

n) and J i
1(β̂

i) are

independent from the choice of i due to the exchangeability. Let us first provide two lemmas concerning
the F0-conditional i.i.d. property of the mean-field solutions.

Lemma 5.1. Let Assumptions 3.2-3.3 be in force and the ratio δn ≤ δ∗ be kept fixed. Set µN1
t :=

1
N1

∑N1
i=1 δψi

t
, µt := L0(ψ1

t ), ν
N2
t := 1

N2

∑N2
j=1 δφj

t
and νt := L0(φ1

t ), where ψ
i
t stands for either Xi

t or

P it , and φ
j
t for either xjt , y

j
t , p

j
t , or r

j
t . Then there exist some sequence (ϵN )N≥1 converging to zero as

N → ∞ such that

sup
t∈[0,T ]

E
[
W2(µ

N1
t , µt)

2
]
≤ ϵN1 , sup

t∈[0,T ]

E
[
W2(ν

N2
t , νt)

2
]
≤ ϵN2 .

Moreover, there exists some positive constant C independent of the population sizes that satisfies

sup
t∈[0,T ]

E
[
|m1(ψt)− E0[ψ1

t ]|2
]
≤ CN−1

1 , sup
t∈[0,T ]

E
[
|m2(φt)− E0[φ1

t ]|2
]
≤ CN−1

2 .

In the latter claim, ψit can also stand for β̂it and ∂ϖf
i
1(t,X

i
t ,L0(X1

t ), πt(y
1
t , β̂

1
t ), β̂

i
t) in addition to

(Xi, P i).

Proof. The first claim follows from Lemma [28, Lemma 4.1]. Let us prove the second claim. Since
(ψi)i≥1 are F0-conditionally i.i.d., the ladder property of the conditional expectation yields

E
[
|m1(ψt)− E0[ψ1

t ]|2
]
= E

[∣∣ 1

N1

N1∑
i=1

(ψi
t − E0[ψ1

t ])
∣∣2] = 1

N2
1

N1∑
i=1

E
[
|ψi

t − E0[ψ1
t ]|2

]
.

Since supt∈[0,T ] E[|ψ1
t − E0[ψ1

t ]|2] ≤ 2 supt∈[0,T ] E[|ψ1
t |2] ≤ C, the conclusion follows. Note also that

β̂it, ∂ϖf
i
1(t,X

i
t ,L0(X1

t ), πt(y
1
t , β̂

1
t ), β̂

i
t), i ≥ 1 are also F0-conditionally i.i.d. Hence, from the growth

property in Lemma 4.1, the same estimate holds. The proof for φ is the same.

Remark 5.1. When certain stronger integrability conditions are satisfied, the dependence of ϵN on the
population size N is known to be available in a more explicit form. For details, see [13, Theorem 5.8].

Lemma 5.2. Let Assumptions 3.2-3.3 be in force and the ratio δn ≤ δ∗ be kept fixed. Let us set
µt := L0(X1

t ), β̂
i
t := β̂i(t, ut) and πt := πt(y

1
t , β̂

1
t ), t ∈ [0, T ]. Then, there exists some positive constant

C independent of the population sizes that satisfies

sup
t∈[0,T ]

E
[∣∣ 1

N1

N1∑
k=1

∂µf
k
1 (t,X

k
t , µt, πt, β̂

k
t )(X

i
t)− Ẽ0[∂µf̃

i
1(t, X̃

i
t , µt, πt,

˜̂
βi
t)(X

i
t)]

∣∣2] ≤ CN−1
1 ,

E
[∣∣ 1

N1

N1∑
k=1

∂µg
k
1 (X

k
T , µT )(X

i
T )− Ẽ0[∂µg̃

i
1(X̃

i
T , µT )(X

i
T )

∣∣2] ≤ CN−1
1 .
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Proof. Let us first proves the second one. Recall that the notations g̃i1(·) := g1(·, c0T , c̃iT ) and also

that X̃i and c̃i are the copies of Xi and ci defined on the space Ω0 × Ω̃ (see, Section 4.1.). Since
(X̃i, c̃i)i≥1, (X

i, ci)i≥1 are F0-conditionally i.i.d., we have

Ẽ0[∂µg̃
i
1(X̃

i
T , µT )(X

i
T )] = E0[∂µg

j
1(X

j
T , µT )(v)]

∣∣
v=Xi

T

= E0[∂µg
j
1(X

j
T , µT )(X

i
T )|σ(Xi

T )]

for any j 6= i. Therefore,

E
[∣∣N−1

1

N1∑
k=1

∂µg
k
1 (X

k
T , µT )(X

i
T )− Ẽ0[∂µg̃

i
1(X̃

i
T , µT )(X

i
T )]

∣∣2]
= E

[∣∣N−1
1

N1∑
k=1

(
∂µg

k
1 (X

k
T , µT )(X

i
T )− E0[∂µg

j
1(X

j
T , µT )(X

i
T )|σ(Xi

T )]
)∣∣2]

≤ 2E
[∣∣N−1

1

N1∑
k ̸=i

(
∂µg

k
1 (X

k
T , µT )(X

i
T )− E0[∂µg

j
1(X

j
T , µT )(X

i
T )|σ(Xi

T )]
)∣∣2]

+ 2N−2
1 E

[∣∣∂µgi1(Xi
T , µT )(X

i
T )− E0[∂µg

j
1(X

j
T , µT )(X

i
T )|σ(Xi

T )]
∣∣2].

Obviously, (Xk, ck)k ̸=i are F0∨σ(Xi)-conditionally i.i.d., which makes the cross terms in the first line
vanish. Hence the right hand side of the above inequality is bounded by

2N−2
1

N1∑
k=1

E
[∣∣∂µgk1 (Xk

T , µT )(X
i
T )− E0[∂µg

j
1(X

j
T , µT )(X

i
T )|σ(Xi

T )]
∣∣2] ≤ CN−1

1 ,

where we have used the linear growth property ∂µg
i
1. The first inequality can be proved in the same

way from the F0-conditional i.i.d. property of (Xi, β̂i, ci)N1
i=1 and the growth property of β̂i(t, ·) in

Lemma 4.1.

Let us define the variable εN1 by

εN1 := max
(
N

− 1
2

1 , sup
t∈[0,T ]

E
[
W2(µ

N1
t , µt)

2
] 1

2

)
(5.2)

with µt := L0(X1
t ) and µ

N1
t := 1

N1

∑N1
i=1 δXi

t
. The following result is an extension of [12, Theorem 6.1]

to our F0-conditional extended mean-field type control problem.

Proposition 5.1. Let Assumptions 3.2-3.3 be in force and the ratio δn ≤ δ∗ be kept fixed. Then there
exists some positive constant C independent of the population sizes that satisfies, for any 1 ≤ i ≤ N1,

J i
1(β̂

n)− J i
1 (β̂

i) ≥ E
∫ T

0

[γf1
2
|Xn,i

t −Xi
t |2 +

λβ
2
|β̂n,i

t − β̂i
t |2 +

λϖ
2

|ϖt(y
n
t , β̂

n
t )− πt(y

1
t , β̂

1
t )|2

]
dt

+
γg1
2
E
[
|Xn,i

T −Xi
T |2

]
− CεN1

.

Proof. We have J i1(β̂
n)− J i

1(β̂
i) = V i

1 + V i
2 with

V i
1 := E

[
〈Xn,i

T −Xi
T , P

i
T 〉+

∫ T

0

[f i1(t,X
n,i
t , νN1

t , ϖt(y
n
t , β̂

n
t ), β̂

n,i
t )− f i1(t,X

i
t , µt, πt(y

j
t , β̂

i
t), β̂

i
t)]dt

]
,

V i
2 := E

[
gi1(X

n,i
T , νN1

T )− gi1(X
i
T , µT )− 〈Xn,i

T −Xi
T , ∂xg

i
1(X

i
T , µT ) + Ẽ0[∂µg̃

i
1(X̃

i
T , µT )(X

i
T )]〉

]
.

By exchangeability, the values of V i
1 and V i

2 are independent from the choice of i. For notional ease,

let us put ∆Xi
t := Xn,i

t − Xi
t , ∆β̂

i
t := β̂n,it − β̂it, ϖt := ϖt(y

n
t , β̂

n
t ), πt := πt(y

1
t , β̂

1
t ) = πt(y

j
t , β̂

i
t) and

∆ϖt := ϖt − πt, etc.
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First step: Estimate on V i
2

Let us separate the terms in V i
2 as follows: V i

2 = V i
2,1 − V i

2,2 − V i
2,3 where

V i
2,1 := E

[
gi1(X

n,i
T , νN1

T )− gi1(X
i
T , µT )

]
,

V i
2,2 := E

[
〈∆Xi

T , ∂xg
i
1(X

i
T , µT )〉

]
, V i

2,3 := E
[
〈∆Xi

T , Ẽ0[∂µg̃
i
1(X̃

i
T , µT )(X

i
T )]〉

]
.

By local Lipschitz continuity in Assumption 3.3 (ii), (5.1) and Cauchy-Schwarz inequality, we have

V i
2,1 ≥ E

[
gi1(X

n,i
T , νN1

T )− gi1(X
i
T , µ

N1

T )
]
− CE

[
(1 + |Xi

T |+M2(µT ) +M2(µ
N1

T ) + |c0T |+ |ciT |)W2(µT , µ
N1

T )
]

≥ E
[
gi1(X

n,i
T , νN1

T )− gi1(X
i
T , µ

N1

T )
]
− CεN1 .

From Assumption 3.3 (iii), similar calculations give

V i
2,2 ≤ E

[
〈∆Xi

T , ∂xg
i
1(X

i
T , µ

N1

T )〉
]
+ CεN1

.

Using Lemma 5.2 and Assumption 3.3 (iii), we get

V i
2,3 ≤ E

[
〈∆Xi

T ,
1

N1

N1∑
k=1

∂µg
k
1 (X

k
T , µ

N1

T )(Xi
T )〉

]
+ CεN1 .

Note that the value of V i
2,3 is independent from i. From the same technique used in (3.12), we have

V i
2,3 =

1

N1

N1∑
i=1

V i
2,3 ≤ 1

N2
1

N1∑
i,k=1

E
[〈
∆Xi

T , ∂µg
k
1 (X

k
T , µ

N1

T )(Xi
T )

〉]
+ CεN1

=
1

N1

N1∑
k=1

EEθ
[
〈∆Xθ

T , ∂µg
k
1 (X

k
T , µ

N1

T )(Xθ
T )〉

]
+ CεN1 = EEθ

[
〈∆Xθ

T , ∂µg
i
1(X

i
T , µ

N1

T )(Xθ
T )〉

]
+ CεN1 .

Combined the above estimates, we obtain, from Assumption 3.3 (v),

V i
2 ≥ E

[
gi1(X

n,i
T , νN1

T )− gi1(X
i
T , µ

N1

T )

− 〈∆Xi
T , ∂xg

i
1(X

i
T , µ

N1

T )〉 − Eθ[〈∆Xθ
T , ∂µg

i
1(X

i
T , µ

N1

T )(Xθ
T )〉]

]
− CεN1

≥ γg1
2
E
[
|∆Xi

T |2
]
− CεN1 .

(5.3)

Second step: Estimate on V i
1

Since 〈∆xjT , p
j
T 〉+ 〈∆yjT , r

j
T 〉 = 0 for any j, we have

V i
1 = E

[
〈∆Xi

T , P
i
T 〉+ δn(〈∆xjT , p

j
T 〉+ 〈∆yjT , r

j
T 〉) +

∫ T

0

[f i1(t,X
n,i
t , νN1

t , ϖt, β̂
n,i
t )− f i1(t,X

i
t , µt, πt, β̂

i
t)]dt

]
≥ E

[
〈∆Xi

T , P
i
T 〉+ δn(〈∆xjT , p

j
T 〉+ 〈∆yjT , r

j
T 〉)

+

∫ T

0

[f i1(t,X
n,i
t , νN1

t , ϖt, β̂
n,i
t )− f i1(t,X

i
t , µt, πt, β̂

i
t)− 〈∆β̂i

t , DβiH(t, ut, β̂
i
t)〉]dt

]
.

Here, in the second line, we have set ut := (Xi
t , x

j
t , y

j
t , P

i
t , p

j
t , r

j
t ) and used the optimality condition on

β̂it = β̂i(t, ut) for H(t, ut, ·). Direct calculation of the right hand side using the expression of DβiH(·)
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in (4.5) shows that V i
1 ≥ V i

1,1 + V i
1,2 with

V i
1,1 := E

∫ T

0

[
f i1(t,X

n,i
t , νN1

t , ϖt, β̂
n,i
t )− f i1(t,X

i
t , µt, πt, β̂

i
t)− 〈∆β̂i

t , ∂βf
i
1(t,X

i
t , µt, πt, β̂

i
t)〉

− 〈∆Xi
t , ∂xf

i
1(t,X

i
t , µt, πt, β̂

i
t) + Ẽ0[∂µf̃

i
1(t, X̃

i
t , µt, πt,

˜̂
βi
t)(X

i
t)]〉

− 〈E0[∂ϖf
i
1(t,X

i
t , µt, πt, β̂

i
t)],−∆yjt + δnΛt∆β̂

i
t〉
]
dt,

V i
1,2 := E

∫ T

0

[
〈ρ1(t)P i

t ,∆ϖt〉+ 〈ρ1(t)E0[P i
t ],∆y

j
t − δnΛt∆β̂

i
t〉

+ δn
(
〈(−Λt + ρ2(t))p

j
t ,∆ϖt〉+ 〈(−Λt + ρ2(t))E0[pjt ],∆y

j
t − δnΛt∆β̂

i
t〉
)

+ δn
(
〈btrjt ,∆ϖt〉+ 〈btE0[rjt ],∆y

j
t − δnΛt∆β̂

i
t〉
)]
dt.

• Analysis for V i
1,2

For the first line, from the exchangeability of (P i), (∆yj) and (∆β̂i), we have

E
[
〈ρ1(t)P i

t ,∆ϖt〉+ 〈ρ1(t)E0[P i
t ],∆y

j
t − δnΛt∆β̂

i
t〉
]

= E
[
〈ρ1(t)(P i

t − E0[P i
t ]),∆ϖt〉+ 〈ρ1(t)E0[P i

t ], ϖt +∆yjt − δnΛt∆β̂
i
t〉
]

= E
[
〈ρ1(t)(m1(Pt)− E0[P 1

t ]),∆ϖt〉+ 〈ρ1(t)E0[P 1
t ],∆ϖt +m2(∆yt)− δnΛtm1(∆β̂t)〉

]
.

Here, the second term is zero since

E0[∆ϖt +m2(∆yt)− δnΛtm1(∆β̂t)]

= E0[−m2(y
n
t ) + E0[y1t ] + δnΛt(m1(β̂

n
t )− E0[β̂1

t ]) +m2(∆yt)− δnΛtm1(∆β̂t)] = 0.
(5.4)

Applying Lemma 5.1 and Cauchy-Schwarz inequality to the first term, we obtain,

E
[
〈ρ1(t)P i

t ,∆ϖt〉+ 〈ρ1(t)E0[P i
t ],∆y

j
t − δnΛt∆β̂

i
t〉
]
≥ −C/

√
N1 ≥ −CεN1 .

By the same technique and (5.4), the second and third lines can be estimated as

E
[
〈(−Λt + ρ2(t))p

j
t ,∆ϖt〉+ 〈(−Λt + ρ2(t))E0[pjt ],∆y

j
t − δnΛt∆β̂

i
t〉
]

+ E
[
〈btrjt ,∆ϖt〉+ 〈btE0[rjt ],∆y

j
t − δnΛt∆β̂

i
t〉
]

= E
[
〈(−Λt + ρ2(t))(m2(pt)− E0[pjt ]),∆ϖt〉+ 〈(−Λt + ρ2(t))E0[pjt ],∆ϖt +m2(∆yt)− δnΛtm1(∆β̂t)〉

]
+ E

[
〈bt(m2(rt)− E0[rjt ]),∆ϖt〉+ 〈btE0[rjt ],∆ϖt +m2(∆yt)− δnΛtm1(∆β̂t)〉

]
≥ −C/

√
N2 ≥ −CεN1

.

Since every estimate is uniform in t ∈ [0, T ] by (5.1), we get

V i
1,2 ≥ −CεN1 . (5.5)

• Analysis for V i
1,1

From (5.1) and the (local) Lipschitz continuity, it is easy to see, for the first line,

E
[
f i1(t,X

n,i
t , νN1

t , ϖt, β̂
n,i
t )− f i1(t,X

i
t , µt, πt, β̂

i
t)− 〈∆β̂i

t , ∂βf
i
1(t,X

i
t , µt, πt, β̂

i
t)〉

]
≥ E

[
f i1(t,X

n,i
t , νN1

t , ϖt, β̂
n,i
t )− f i1(t,X

i
t , µ

N1
t , πt, β̂

i
t)− 〈∆β̂i

t , ∂βf
i
1(t,X

i
t , µ

N1
t , πt, β̂

i
t)〉

]
− CεN1 .

Using Lemma 5.2, exchangeability and the technique in (3.12), we have

E
[
〈∆Xi

t , Ẽ0[∂µf̃
i
1(t, X̃

i
t , µt, πt,

˜̂
βi
t)(X

i
t)]〉

]
≤ 1

N1

N1∑
i=1

E
[〈
∆Xi

t ,
1

N1

N1∑
k=1

∂µf
k
1 (t,X

k
t , µt, πt, β̂

k
t )(X

i
t)
〉]

+ C/
√
N1

= EEθ
[
〈∆Xθ

t , ∂µf
i
1(X

i
t , µt, πt, β̂

i
t)(X

θ
t )〉

]
+ C/

√
N1.
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Thus, from the Lipschitz continuity of (∂xf1, ∂µf1), we see that the second line of V i
1,1 satisfies

E
[
〈∆Xi

t , ∂xf
i
1(t,X

i
t , µt, πt, β̂

i
t) + Ẽ0[∂µf̃

i
1(t, X̃

i
t , µt, πt,

˜̂
βi
t)(X

i
t)]〉

]
≤ E

[
〈∆Xi

t , ∂xf
i
1(t,X

i
t , µ

N1
t , πt, β̂

i
t)〉+ Eθ[〈∆Xθ

t , ∂µf
i
1(X

i
t , µ

N1
t , πt, β̂

i
t)(X

θ
t )〉]

]
+ CεN1

.

Lastly, the third line of V i
1,1 can be estimated as

E
[
〈E0[∂ϖf

i
1(t,X

i
t , µt, πt, β̂

i
t)],−∆yjt + δnΛt∆β̂

i
t〉
]
= E

[
〈E0[∂ϖf

i
1(t,X

i
t , µt, πt, β̂

i
t)],∆ϖt〉

]
≤ 1

N1

N1∑
k=1

E
[
〈∂ϖfk1 (t,Xk

t , µt, πt, β̂
k
t ),∆ϖt〉

]
+ C/

√
N1

≤ E
[
〈∂ϖf i1(t,Xi

t , µ
N1
t , πt, β̂

i
t),∆ϖt〉

]
+ CεN1 .

Here, we have used (5.4) in the first equality, Lemma 5.1 in the second line, and finally the Lipschitz
continuity of ∂ϖf1 in the last line. Combined with (5.5), the joint convexity of f1 in Assumption 3.3
(iv) gives

V i
1 ≥ E

∫ T

0

[
f i1(t,X

n,i
t , νN1

t , ϖt, β̂
n,i
t )− f i1(t,X

i
t , µ

N1
t , πt, β̂

i
t)− 〈∆β̂i

t , ∂βf
i
1(t,X

i
t , µ

N1
t , πt, β̂

i
t)〉

− 〈∆Xi
t , ∂xf

i
1(t,X

i
t , µ

N1
t , πt, β̂

i
t)〉 − Eθ[〈∆Xθ

t , ∂µf
i
1(t,X

i
t , µ

N1
t , πt, β̂

i
t)(X

θ
t )〉]

− 〈∆ϖt, ∂ϖf
i
1(t,X

i
t , µ

N1
t , πt, β̂

i
t)〉

]
dt− CεN1

≥ E
∫ T

0

[γf1
2
|∆Xi

t |2 +
λϖ
2

|∆β̂i
t |2 +

λϖ
2

|∆ϖt|2
]
dt− CεN1

.

(5.6)

The conclusion follows from (5.3) and (5.6).

We now consider the state process of the finite-agent market un := (Xn, xn, yn) ∈ S2(F;Rn)N1 ×
(S2(F;Rn))2N2 with Xn := (Xn,i)N1

i=1, x
n := (xn,j)N2

j=1, and y
n := (yn,j)N2

j=1 defined as the unique solution
to the system of FBSDEs: 1 ≤ i ≤ N1, 1 ≤ j ≤ N2,

dXn,i
t = (β̂i

t + ρ1(t)ϖt(y
n, β̂t) + li1(t))dt+ σi,0

1 (t)dW 0
t + σi

1(t)dW
i
t ,

dxn,jt = (−Λt(y
n,j
t

+ϖt(y
n
t
, β̂t)) + ρ2(t)ϖt(y

n
t
, β̂t) + lj2(t))dt+ σj,0

2 (t)dW 0
t + σj

2(t)dB
j
t ,

dyn,j
t

= −(∂xf
j

2(t, x
n,j
t )− btϖt(y

n
t
, β̂t))dt+ zn,j,0t dW 0

t +

N1∑
k=1

zn,j,k
t

dW k
t +

N2∑
k=1

zn,j,kt dBk
t ,

(5.7)

with the boundary conditions; Xn,i
0 = ξi, xn,j0 = ηj and yn,j

T
= ∂xg

j
2(x

n,j
T ). As in (3.4), we have

ϖt(y
n
t
, β̂t) = −m2(y

n) + δnΛtm1(β̂t). Recall that β̂i denotes the optimal solution to the mean-field
setup for the representative agents i in the first population and (arbitrary) j in the second population,
which is specified by the solution of (4.7). In other words, the system of equations (5.7) describes the
situation where each agent i in the first population behaves as if she is a representative agent and
adopts β̂i ∈ Ai1 = H2(F1,i;A1) as an approximation for the true optimal control β̂n,i ∈ A1 := H2(F;A1).
Moreover, (xn, yn) describes the market clearing state process of the second population under the

given order flow β̂ (:= (β̂i)N1
i=1). The unique existence of such a process (xn, yn) is guaranteed by

Theorem 3.2 as discussed in Subsection 3.1.3. Note that the F0-conditional exchangeability among
(Xn,i, β̂i, ξi, ci,W i)N1

i=1 and (xn,j , yn,j , ηj , cj , Bj)N2
j=1 holds in this case, too. The cost functional for the

member i in the first population under this setup is given by

J i
1(β̂) = E

[∫ T

0

f i1(t,X
n,i
t , νN1

t , ϖt(y
n
t
, β̂t), β̂

i
t)dt+ gi1(X

n,i
T , νN1

T )
]
,

where νN1
t := 1

N1

∑N1
i=1 δXn,i

t
.

The following proof is inspired by the method used in [28, Theorem 4.2].
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Proposition 5.2. Let Assumptions 3.2-3.3 be in force and the ratio δn ≤ δ∗ be kept fixed. Then there
exists some positive constant C independent of the population sizes that satisfies, for any 1 ≤ i ≤ N1,∣∣J i

1(β̂)− J i
1 (β̂

i)
∣∣ ≤ CεN1 ,

where εN1 is defined by (5.2).

Proof. Let us denote by un := (Xn, xn, yn) and u := (Xi, xj , yj) the unique solution to (5.7) and (4.7),

respectively. For given processes un, u and β̂, we just put

BXi(t, unt ) := β̂i
t + ρ1(t)ϖt(y

n
t
, β̂t) + li1(t),

Bxj (t, unt ) := −Λt(y
n,j
t

+ϖt(y
n
t
, β̂t)) + ρ2(t)ϖt(y

n
t
, β̂t) + lj2(t),

Fyj (t, unt ) := −∂xf
j

2(t, x
n,j
t ) + btϖt(y

n
t
, β̂t), Gyj (unT ) := ∂xg

j
2(x

n,j
T ),

and also (BXi(t, ut), Bxj (t, ut), Fyj (t, ut), Gyj (uT )) as in (4.8). For notational ease, we shall use ∆Xi
t :=

Xn,i
t −Xi

t ,∆x
j
t := xn,jt −xjt ,∆y

j
t := yn,j

t
−yjt , ∆BXi(t) := BXi(t, unt )−BXi(t, ut), ∆Fyj (t) := Fyj (t, u

n
t )−

Fyj (t, ut), ∆Gyj := Gyj (u
n
T )−Gyj (uT ), ∆ϖt := ϖt(y

n, β̂t)−πt(yjt , β̂it). We have the following expansion
for ∆ϖt:

∆ϖt = −m2(∆yt)− (m2(yt)− E0[y1t ]) + δnΛt(m1(β̂t)− E0[β̂1
t ]). (5.8)

Using the exchangeability, (5.8) and the fact that
∑N2

j=1 E
[
〈Λt(∆yjt −m2(∆yt)),∆y

j
t 〉
]
≥ 0, we have

E
[
〈∆Bxj (t),∆yjt 〉

]
=

1

N2

N2∑
j=1

E
[
〈−Λt(∆y

j
t +∆ϖt) + ρ2(t)∆ϖt,∆y

j
t 〉
]

≤ −E
[
ρ2(t)|m2(∆yt)|2

]
+ E

[
〈−(m2(yt)− E0[y1t ]) + δnΛt(m1(β̂t)− E0[β̂1

t ]), (ρ2(t)− Λt)m2(∆yt)〉
]
.

Lemma 5.1 and Cauchy-Schwarz inequality give

E
[
〈∆Bxj (t),∆yjt 〉

]
≤ −E[ρ2(t)|m2(∆yt)|2] + CεN1

E
[
|m2(∆yt)|2

] 1
2 .

From Assumption 3.2 (iv), (5.8) and Young’s inequality, we also have

E
[
〈∆Fyj (t),∆xjt 〉

]
≤ E

[
−γf2 |∆x

j
t |2 + bt〈−m2(∆yt)− (m2(yt)− E0[y1t ]) + δnΛt(m1(β̂t)− E0[β̂1

t ]),∆x
j
t 〉
]

≤ E
[
−γ

f
2

2
|∆xjt |2 +

b2t

γf2
|m2(∆yt)|2|

]
+ Cε2N1

.

Hence,
b2t
γf2

≤ ρ2(t)
2 from Assumption 3.3 (vi), we obtain

E
[
〈∆Bxj (t),∆yjt 〉+ 〈∆Fyj (t),∆xjt 〉

]
≤ −γ

f
2

2
E[|∆xjt |2] + C

(
ε2N1

+ εN1E
[
|m2(∆yt)|2

] 1
2
)
. (5.9)

We also have, as a direct result of Assumption 3.2 (iv),

E
[
〈∆Gyj ,∆xjT 〉

]
≥ γg2E

[
|∆xjT |

2]. (5.10)

On the other hand, Itô formula applied to 〈∆yjt ,∆x
j
t 〉 gives an equality

[
〈∆Gyj ,∆xjT 〉

]
= E

∫ T

0

[
〈∆Bxj (t),∆yjt 〉+ 〈∆Fyj (t),∆xjt 〉

]
dt.

Applying (5.9) and (5.10) to the above equality, we obtain, with some constant C,

E
[
|∆xjT |

2 +

∫ T

0

|∆xjt |2dt
]
≤ C

(
ε2N1

+ εN1

∫ T

0

E
[
|m2(∆yt)|2

] 1
2 dt

)
. (5.11)
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Next, a simple application of Itô formula to |∆yjt |2 gives

E
[
|∆yjt |2

]
≤ E

[
|∆Gyj |2 − 2

∫ T

t

〈∆Fyj (s),∆yjs〉ds
]
≤ CE

[
|∆xjT |

2 +

∫ T

t

(|∆xjs|+ |∆ϖs|)|∆yjs|ds
]

≤ CE
[
|∆xjT |

2 +

∫ T

0

|∆xjt |2dt
]
+ Cε2N1

+ C

∫ T

t

E
[
|∆yjs|2

]
ds,

where, in the last line, we used (5.8) and Lemma 5.1. Hence, from the backward Gronwall’s inequality,
exchangeability and (5.11), we get

sup
t∈[0,T ]

E
[
|∆yjt |2

]
≤ Cε2N1

+ CεN1

∫ T

0

E[|∆yjt |2]
1
2 dt,

which gives supt∈[0,T ] E
[
|∆yjt |2

]
≤ Cε2N1

by Young’s inequality. This in turn implies

sup
t∈[0,T ]

E
[
|∆xjt |2 + |∆yjt |2 + |∆ϖt|2

]
≤ Cε2N1

.

Finally, since ∆Xi
t =

∫ t
0 ρ1(t)∆ϖtdt, we conclude, for any 1 ≤ i ≤ N1, 1 ≤ j ≤ N2,

sup
t∈[0,T ]

E
[
|∆Xi

t |2 + |∆xjt |2 + |∆yjt |2 + |∆ϖt|2
]
≤ Cε2N1

. (5.12)

Form (5.12) and the local Lipschitz continuity of g1, we have∣∣E[gi1(Xn,i
T , νN1

T )− gi1(X
i
T , µT )

]∣∣
≤ CE

[
(1 + |Xn,i

T |+ |Xi
T |+M2(ν

N1

T ) +M2(µT ) + |c0T |+ |ciT |)(|∆Xi
T |+W2(ν

N1

T , µT ))
]

≤ CE
[
|∆Xi

T |2 +W2(µ
N1

T , µT )
2
] 1

2 ≤ CεN1 .

(5.13)

Here, the triangle inequality W2(ν
N1
T , µT ) ≤W2(ν

N1
T , µN1

T ) +W2(µ
N1
T , µT ) and the fact

E
[
W2(ν

N1

T , µN1

T )2
]
≤ 1

N1

N1∑
k=1

E
[
|Xn,k

T −Xk
T |2

]
= E[|∆Xi

T |2]

were used. Similar calculation using the local Lipschitz continuity also yields∣∣∣E∫ T

0

[
f i1(t,X

n,i
t , νN1

t , ϖt(y
n
t
, β̂t), β̂

i
t)− f i1(t,X

i
t , µt, πt(y

j
t , β̂

i
t), β̂

i
t)
]
dt
∣∣∣

≤ C sup
t∈[0,T ]

E
[
|∆Xi

t |2 + |∆ϖt|2 +W2(µ
N1
t , µt)

2
] 1

2 ≤ CεN1 .
(5.14)

The conclusion follows from inequalities (5.13) and (5.14).

We arrived the last main result of this paper.

Theorem 5.1. Let Assumptions 3.2-3.3 be in force and the ratio δn ≤ δ∗ be kept fixed. Then the
equilibrium of the finite-agent market strongly converges to the mean-field equilibrium in the large
population limit of N1 (and hence N2) → ∞ in the sense that, for any N1, there exists some positive
constant C independent of population sizes that satisfies, with εN1 defined by (5.2),

(i) : |J i
1(β̂

n)− J i(β̂i)| ≤ CεN1
,

(ii) : E
∫ T

0

[
|β̂n,i

t − β̂i
t |2 + |ϖt(y

n
t , β̂

n
t )− πt(y

1
t , β̂

1
t )|2

]
dt ≤ CεN1 ,

(iii) : E
[
sup

t∈[0,T ]

(
|Xn,i

t −Xi
t |2 + |xn,jt − xjt |2 + |yn,jt − yjt |2

)]
≤ CεN1

for any 1 ≤ i ≤ N1 and 1 ≤ j ≤ N2.
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Proof. Let us use the same conventions as in Proposition 5.1, i.e., ∆Xi
t := Xn,i

t −Xi
t , ∆β̂

i
t := β̂n,it − β̂it,

ϖt := ϖt(y
n
t , β̂

n
t ), πt := πt(y

1
t , β̂

1
t ) = πt(y

j
t , β̂

i
t) and ∆Xi

t := Xn,i
t −Xi

t , ∆y
j
t := yn,jt −yjt , ∆β̂it := β̂n,it −β̂it,

∆ϖt := ϖt − πt, etc. Note that, from the results of Propositions 5.1 and 5.2, we have

J i
1 (β̂

i) + E
∫ T

0

[γf1
2
|∆Xi

t |2 +
λβ
2
|∆β̂i

t |2 +
λϖ
2

|∆ϖt|2
]
dt+

γg1
2
E
[
|∆Xi

T |2
]
− CεN1

≤ J i
1(β̂

n) ≤ J i
1(β̂) ≤ J i

1 (β̂
i) + CεN1

.

This gives (i) and (ii). Since ∆Xi
t =

∫ t
0

[
∆β̂it + ρ1(t)∆ϖt

]
dt, it is easy to obtain

E
[
sup

t∈[0,T ]

|∆Xi
t |2

]
≤ CE

∫ T

0

[
|∆β̂i

t |2 + |∆ϖt|2
]
dt ≤ CεN1 .

Moreover, applying the convexity of g2, f2 to the equality

E
[
〈∆yjT ,∆x

j
T 〉

]
= E

∫ T

0

[
〈−Λt∆y

j
t + (ρ2(t)− Λt)∆ϖt,∆y

j
t 〉+ 〈−(∂xf

j

2(t, x
n,j
t )− ∂xf

j

2(t, x
j
t )) + bt∆ϖt,∆x

j
t 〉
]
dt,

we obtain, with some constant C,

E
[
|∆xjT |

2 +

∫ T

0

|∆xjt |2dt
]
≤ CE

∫ T

0

[
|∆ϖt|2 + |∆ϖt||∆yjt |

]
dt.

Following the same procedures used in Proposition 5.2, it is simple to obtain

sup
t∈[0,T ]

E
[
|∆xjt |2 + |∆yjt |2

]
≤ CE

∫ T

0

|∆ϖt|2dt ≤ CεN1
.

BDG inequality then provides the desired estimate.

Remark 5.2. If the law-µ dependence in (f1, g1) is just given by its first moment
∫
Rn xµ(dx), then

we can replace εN1 by 1/
√
N1 since the first part of Lemma 5.1 becomes unnecessary. Therefore, in

this case, we have an explicit convergence speed ∝ 1/
√
N1.

Theorem 5.1 tells that the market clearing price ϖt(y
n
t , β̂

n
t ) converges to an F0-adapted process

πt(yt, β̂t). This means that the securities prices only respond to the market-wide news and shocks,
which is consistent with our intuition. This also allows each agent, when the population is large
enough, to focus on the market-wide and her own idiosyncratic informations without taking care of
the idiosyncratic informations of the others. Therefore, we can see that an awkward setup with the
perfect information with F-adapted controls is effectively resolved as the population size grows.

6 Conclusion and discussion

In this work, we developed an equilibrium model for price formation in a market composed of cooper-
ative and non-cooperative populations. In the large population limit, we have seen that the problem
for the central planner becomes an extended mean-field control over the FBSDEs of McKean-Vlasov
type with common noise. In addition to the convexity assumptions, if the relative size of the coop-
erative population is small enough, then we were able to show the existence of a unique equilibrium
for both the finite-agent and the mean-field models. The strong convergence to the mean-field model
was also proved under the same conditions. By working in the linear-quadratic setting which has a
semi-analytic solution, we may study how the equilibrium price process changes as the relative pop-
ulation size grows. Since the control domain A1 is an arbitrary closed convex subset of Rn, we can
fix the direction of trade if necessary. This will be useful when we consider a model of cooperative
producers (or buyers) in the background of a large number of competitive agents. Extensions of the
current model for these economic applications deserve future research.
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