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Abstract

In this work, we develop an equilibrium model for price formation of securities in a market
composed of two populations of different types: the first one consists of cooperative agents, while
the other one consists of non-cooperative agents. The trading of every cooperative member is
assumed to be coordinated by a central planner. In the large population limit, the problem for
the central planner is shown to be a conditional extended mean-field control. In addition to the
convexity assumptions, if the relative size of the cooperative population is small enough, then we
are able to show the existence of a unique equilibrium for both the finite-agent and the mean-field
models. The strong convergence to the mean-field model is also proved under the same conditions.

Keywords : market clearing, mean-field games, extended mean-field control, controlled-FBSDEs

1 Introduction

In this paper, we study the problem of equilibrium price formation by considering, as an example, a
simple model of a securities market. The prices of securities have always been the center of interest
of many people for centuries. They inspire people to consider their properties not only for speculative
reasons but also for true academic interests, such as how they are determined, how they behave in a
given environment, how they are influenced by preferences and the level of risk-averseness of investors,
and so on. In fact, since the appearance of modern securities markets, the huge amount of price data
they provide has induced the significant developments of related academic areas, such as financial
mathematics, financial economics, statistical inference etc. However, despite its importance, we are
still quite far from the complete understanding of a price process even when we restrict our attention to
a standard liquid stock. The main reason behind this difficulty is that any price process is inevitably
affected by complicated interactions among a large number of market participants, which includes
various financial firms, individual investors, governments and even supernational institutions.

The recent progress in the mean field game (MFG) theory has started to shed new light on the
long-standing problem of multi-agent games. The MFG theory was pioneered by the seminal works of
Lasry & Lions [42, 43, 44] and Huang et al. [37, 38, 39], which characterizes a Nash equilibrium by a
coupled system of Hamilton-Jacobi-Bellman and Kolmogorov equations. A probabilistic approach to
the MFG theory based on forward backward stochastic differential equations (FBSDEs) of McKean-
Vlasov type was established by Carmona & Delarue [11, 12]. The two volumes of [13, 14] by the same
authors provide readers a detailed account of the topic. The method using the concept of relaxed
controls (see, for example, [40, 41]), which can significantly weaken the regularity assumptions, has
also been intensively studied. For interested readers, there are an excellent lecture note [10] and many
monographs such as [9, 32, 33] on various topics regarding the MFG theory.

*Forthcoming in ESAIM: Control, Optimisation and Calculus of Variations.
TQuantitative Finance Course, Graduate School of Economics, The University of Tokyo.



Along side of its theoretical developments, MFGs have successfully found vast applications in
various areas. In particular, energy and financial markets have been popular targets for analysis. As
is well known, any price in these free competitive markets is determined so that it balances the supply
and demand of the asset. Unfortunately, this market clearing condition does not fit well to the concept
of Nash equilibrium. In fact, if we shift a control of one agent away from her equilibrium strategy while
keeping the others unchanged, then the market clearing condition would be broken down. Since the
MFG theory has been developed primarily for the analysis of Nash equilibrium, a standard approach
in the literature assumes a specific structure of the price process without imposing the market clearing
condition. A popular way is to hypothesize that the price process is decomposed into two parts; one
is a so-called fundamental price whose dynamics is exogenously given and the other is a price-impact
term whose size is affected by actions of agents in a specific manner. Another way is to suppose that
a price is given by a certain function of total demand or supply of the asset. One can find many
interesting examples on optimal executions [25, 26, 20], games in a smart grid [5, 16], price formation
in an electricity market [22, 23], entry and exit games [3], trading with different beliefs [15], and trading
of exhaustible commodities [36], just to name a few. There are also macroeconomic applications of
MFGs, for examples, on growth, inequality and unemployment, and so on [2, 4, 8, 30].

In the above examples, the structure of a price process is assumed exogenously and the emphasis
of research is not on the price process itself. In this paper, on the other hand, our primary interest is
in the construction of a price process endogenously from the market clearing condition. There has also
been recent progress in the field of MFGs regarding this direction of research. Gomes & Satde [34]
present a deterministic model of electricity price formation. Different mathematical approaches and
numerical calculation techniques on the same model are developed by Ashrafyan et al. [6, 7]. Its
generalization with a random supply function is provided by Gomes et al. [31]. Evangelista et al. [21]
use the actual high-frequency data to give a promising numerical results for the listed stocks in several
exchanges. Shrivats et al. [53] solve the price formation problem of solar renewable energy certificate
(SREC), and Firoozi et al. [24] deal with a principal-agent problem in the associated emission market.
Fujii & Takahashi [27] solve a stochastic mean-field price model of securities and prove that the market
is cleared in the large population limit. In [28], the same authors provide the FBSDE characterization
of the market clearing price in the finite-agent market, and then prove its strong convergence to the
mean-field model of [27]. Its extension to the presence of a major agent is studied in [29].

In this paper, we build upon the previous works [27, 28, 29] and develop a new model of a securities
market composed of two populations of different types: the first one consists of cooperative
agents, while the other one consists of non-cooperative agents. Every agent is supposed to be a
registered financial firm trying to minimize her cost functional by the continuous trading at the
common exchange. What is new in this paper is the existence of the cooperative population, which
can be a large number of subsidiaries of a giant financial group or a temporary alliance of many financial
firms for a certain purpose, such as liquidation of assets of a defaulted financial firm. In addition to the
pure academic interests, understanding the market with cooperative agents is of critical importance
for financial regulators as well as policy makers. The trading of every cooperative member is assumed
to be coordinated by a central planner. We show that, in the mean field limit, this cooperation
makes the problem of the central planner an extended mean-field control [1] with common noise,
where the law of the controls of the cooperative members enters her cost functional. Here, let us
refer to some works on extended mean-field control problems: Graber [35] studies a linear-quadratic
model for production of a exhaustible resource; Acciaio et al. [1] present the necessary and sufficient
conditions of Pontryagin’s maximum principle; Nie & Yan [46] study the problem under the partial
observation; Motte & Pham [45] investigate a mean-field Markov decision problem; Djete et al. [17, 18]
and Djete [19] provide a dynamic programing principle as well as the limit theory by making use of
the relaxed control technique and its generalization.

To the author’s knowledge, this is the first work studying the equilibrium price formation in the
co-presence of cooperative and non-cooperative agents. Using a general convex cost function for



the cooperative agents, we show that there exists a unique market clearing equilibrium for a given
duration if the relative size of the cooperative population is small enough. After solving the problem
in the finite-agent market, we construct the corresponding MFG model and finally prove the strong
convergence when the large population limit is taken. We want to emphasize that, although we have
chosen a model of a securities market, the developed methods (with appropriate modifications) will
also be useful to describe other markets with cooperative producers and/or buyers, for example, the
crude oil market with OPEC a cooperative association of exporters. In addition to the financial
economics perspective, the current work also contributes to the MFG theory in two ways. Firstly,
in addition to the sufficiency condition, we show the existence of a unique optimal solution to an
extended mean-field control problem with common noise. The existence result using the adjoint
equations for this type of problem is new except those obtained in the linear-quadratic settings [1, 35].
Moreover, due to the co-presence of non-cooperative agents, the problem has a non-standard form of
controlled McKean-Vlasov FBSDEs instead of controlled McKean-Vlasov SDEs. Next, although the
general convergence results for extended mean-field control problems are already studied by [18, 19],
our proof is directly built upon the result for the standard (not extended) mean-field control problem
by Carmona & Delarue [12] and the monotonicity technique by Fujii & Takahashi [28]. In return for
our strong convexity assumptions, the proof is done in a straightforward manner.

The organization of the paper is as follows. After explaining some notations in Section 2, we solve
the finite-agent market model in Section 3. The corresponding mean-field model is built and solved
in Section 4. Finally, in Section 5, we prove the strong convergence to the mean-field limit. Section 6
concludes the paper.

2 Notations

We first introduce (1 + Nj + Na) complete probability spaces.

e (020 FO PY) is a complete probability space with a complete and right-continuous filtration F® := (F?);>0
generated by do-dimensional standard Brownian motion W0 := (W?);>o.

it =i Fli, . o . . .
e Foreach1l <i < Ny, (QLZ F e , P l) is a complete probability space with a complete and right-continuous
filtration F* : (?tl >0 generated by d;-dimensional standard Brownian motion W* := (W});>¢ and a

o-algebra o(£%) belonging to .7-"0 , generated by a square integrable R"”-valued random variable . The
distribution of ¢ is the same for every i.

e For each 1 < j < NQ, (Q .F IP’ ) is a complete probability space with a complete and right-
continuous filtration F -~ := (?f )t>0 generated by dz-dimensional standard Brownian motion B :=

(Bj)t>0 and a o-algebra o(n?) belonging to ]:0 , generated by a square integrable R"-valued random
variable 7. The distribution of 77 is the same for every j.

We then introduce probability spaces defined by the Cartesian products of those defined above.

e (Q,F,P) is a probability space deﬁned by the product Q -q" XM < x @™ with

(F,P) the completion of (@M ]-" ® f%, ]P’ ®N2 P> ) F := (F4)i>0 denotes the complete

and right-continuous augmentation of (® .7: ® ]:3’]),520.

e (Q,F,P) is a probability space defined by the product  := Q° x Q with (F,P) the completion of
(F'®F, PP®P). F := (F)i>0 denotes the complete and right-continuous augmentation of (Fp ® F¢)s>o-
The expectation with respect to P is denoted by E[-], and a generic element of 2 is denoted by w = (w°, ©)
with w® € Q° and @ € Q.

For notational simplicity, we do not distinguish a random variable X defined on a marginal probability
space, such as (2, F,P), with its natural extension to (2, F,P). Without loss of generality, we may



always suppose that the probability spaces are the completions of those countably generated by working
on the Borel sets of appropriate Polish spaces.

Throughout the work, 7" (> 0) is a given time horizon, the symbol L denotes a given positive
constant, and the symbol C' a general positive constant which may change line by line. For any
measurable space (€2, G) with filtration G := (G)i>0, we use the following notations for frequently
encountered spaces:

e S" denotes the space of n x n strictly positive definite symmetric matrices.

e L2(G;R?) denotes the set of R%-valued G-measurable random variables X satisfying
X Iz = B[IX[*)* < oo.
e S%(G;RR?) is the set of R-valued G-adapted continuous processes X satisfying

[ X|lg2 :==E[ sup |X¢[?*]® < 0.
te[0,T]

e H?(G;RR?) is the set of R-valued G-progressively measurable processes Z satisfying

[ E[(/OT \Zt|2dt)f < .

e L(X) denotes the law of a random variable X.
e P(R?) is the set of probability measures on (R%, B(R?)).

e P,(R%) with p > 1 is the subset of P(R?) with finite pth moment, i.e. the set of u € P(RY) satisfying

M) = [ foPutaa))” < oo

We always assign P,(R?) the p-Wasserstein distance W),, which makes P, (R¢) a Polish space. It is defined
by, for any u,v € P,(RY),

1

Wer) = _int [([ o= ypatas.dn)”].

ﬂeHP(H:”)

whre I, (p1, v) C Pp(R% x R?) denotes the set of probability measures with marginals p and v.

e For k = 1,2, the empirical mean of Ny variables (z°)Y* is denoted by my(z) := o SV

We often omit the arguments such as (G,R?) when they are clear from the context.

3 Price formation in a finite-agent market

In this section, we consider the price formation problem in a finite-agent market composed of two
populations: the first one consists of N7 cooperative agents, and the second one consists of No non-
cooperative agents. We often use i (respectively, j) to index an agent in the first (respectively, second)
population. Each agent represents a registered financial firm trading at a common securities exchange.
She is supposed to have many individual clients who cannot directly access to the exchange, and she
provides financial services by using her own inventory to answer the sale and purchase requests from
those clients. This is the so-called over-the-counter (OTC) market. Therefore, every agent faces the
stochastic order flows from her OTC clients in addition to idiosyncratic as well as common market
shocks. Under such an environment, every agent carries out the optimal continuous trading at the



exchange to minimize her cost functional. For the members of the first population, we assume that
every trading is coordinated by a central planner.

We suppose that there are n tradable securities in the market, whose prices are denoted by (wf Vi1
The goal of the paper is to determine the price process @ := (@¢)c[0,7] endogenously so that it clears
the market, i.e. matches the supply and demand of securities at the exchange. Unless otherwise stated,
we will work on the filtered probability space (2, F,F,P) defined in the last section. By construction,
(eHM1, and also (r )szzl are independently and identically distributed (i.i.d.). Let us introduce the
following processes to describe the various types of information:

o = (c})iepo,m belongs to H*(F% R™) with sup,¢(o 71 E[|c?|*] < oo, which is used to represent common
market information including the cash flows from the securities.

e For 1 <i < Ny, ¢ := (¢})eo,r] belongs to Hz(ﬁl’i;Rm) with sup,e(o 77 E[|¢{|?] < oo. They are used to
Ny

represent idiosyncratic shocks for the first population, and (c*);; are i.i.d.
e For 1 <j< Ny o= (c{)te[oﬂ belongs to HQ(FQ’j;Rm) with sup,co, 7 E[|¢/[?] < co. They are used to

represent idiosyncratic shocks for the second population, and (¢/ );\El are i.i.d.

Here, the dimension m € N is commonly chosen just for notational simplicity.

Before going to study the details of the optimization problem faced by each population separately,
let us summarize the important features of each problem here.

e The optimization problem for the second population 1 < j < Na:

— Each agent j tries to minimize her cost functional by continuous trading at the exchange (see (3.2)).

— Her cost functional (see (3.4)) depends on her trading speed, her inventory size, the price of securities
as well as the shocks induced by (%, ¢/).

— She is just a price taker (see Definition 3.1) and hence treats the price of securities w as an externally
given stochastic process.

— Each agent 1 < j < Ns solves her own problem independently. In particular, she does not care
about the actions of the other agents.

e The optimization problem for the first population 1 <14 < Ny:

— The cost functional (see (3.9)) of each agent ¢ depends on her trading speed, her inventory size, the
empirical distribution of the inventories for the first population, the price of securities as wall as the
shocks induced by (c?, ¢?).

— They try to minimize the sum of the cost functionals of the whole population 1 < i < N; by
continuous trading at the exchange, which is fully coordinated by a central planner (see (3.10)).

— The first population as a whole has non-negligible market share and hence the actions of the central
planner can influence the price of securities @ (see (3.6)), which in turn affects the actions of the
second population.

— Assuming the agents in the second population rationally react to the price change, the central
planner solves the cost minimization problem with those reactions taken into account.

It is immediate to see that the problem of each agent in the second population is a usual stand-alone
optimization. Hence it makes perfect sense to start our investigation from solving this problem. The
optimization problem for the central planner of the first population becomes much more complicated.
We will see that the market clearing condition (see Definition 3.2) connects her trading actions and
the price impacts. Through the reactions to the price change, the central planner must control not
only the actions of the first population but also those of the second population indirectly. This results
in stochastic control of a large system of FBSDEs instead of an SDE.



3.1 Problem for the non-cooperative agents
3.1.1 Problem description

We first study the problem for the non-cooperative agents in the second population. Here, we basically
follow the technique developed in [27, 28]. Let us introduce three F-progressively measurable bounded
processes, b := (b)icjo,1]; P2 := (p2(t))iejo,r) and A = (At);c(0,7), where by and pa(t) are non-negative,
and A; is S7-valued. We introduce the following measurable functions; Iy : [0,T] x (R™)? — R™,
(09,02) : [0,T] x (R™)2 — (R™xdo Rnxd2) £, [0,T] x R x (R™)2 — R and g5 : R” x (R™)?2 — R.
For each t € [0,T],z, @, € R", Y, ¢ € R™, we also set

1 _
fot,z, @, a,c,¢) i= (o, @) + §(a,Ata> — be(w, @) + folt,z, 0 c).

Here, (-, -) denotes an inner product of n-dimensional vectors. For given stochastic processes (¢, (ci)é\gl,
btaAt)tE[O,T]a we use the following abbreviations to simplify the notations: for 1 < j < N and

(t,z,,a) € [0,T] x (R?)3,
l%(t) = ZQ(tngv c{), (J%’O(t)vag(t» = (JS,O’Q)(LC?,C{L
Fot.2) = Fylto o), gh(x) = gala, ¢, ), (3.1)

, 1 i
Btz @, 0) = (0, @) + 5l M) = by, @) + Fi(t, x).
Before providing various conditions on these functions, let us describe the financial problem for
each non-cooperative agent indexed by 7 = 1,..., No. The following concept is important.

Definition 3.1 (price taker). An agent is called a price taker if she behaves under the assumption
that there is mo price impact from her trading. In other words, she always accepts the market price as
it is without trying to control it.

The following assumption is used throughout this work.
Assumption 3.1. Every non-cooperative agent is a price taker.

This is a natural assumption if the size of population Ny is large enough so that the market share
of every individual agent is negligibly small. Under Assumption 3.1, every non-cooperative agent
considers the price process w € HZ(F;R") of the n securities as an exogenously given input. We
suppose that the problem for each non-cooperative agent 1 < j < N» is to minimize the cost functional

inf J7(a’) (3.2)
al€Ng
under the dynamic constraint
dz] = (o + pa(t)w, + 1(1))dt + oy (0)dW? + ab(t)dB], a} =1. (3.3)
Here, the cost functional is defined by
Ji(a?) = E{/ fg(t,xg,wt,ag)dtJrg%(z%q)}, (3.4)
0

and Ay := H?(FF;R") is the space of admissible controls.

Let us provide an economic interpretation of each term; z/ = (xi )telo,7) is an R"-valued process
giving the time evolution of the position size of the n securities for the jth agent, and 7’ denotes
its initial value. Any negative component of (a:i ) € R™ represents a short position at time t. o/ =
(af )te[O,T] € Ay is a control of the jth agent denoting her trading rate of the securities. Here, each



component of ag dt (€ R™) gives the amount of the corresponding security bought (or sold if negative)
at the exchange within a time interval [¢,¢ + dt]. In addition to the direct trading via the exchange,
the level of her inventory is affected by the stochastic order flows from her OTC clients, which are
described by (pa(t)wo; +1(t))dt and (o°(t)dW?, o (t)dB!). In particular, the term po(t)ww; represents
a reaction of her clients to the price level Since it is naturally expected that the OTC clients do
not have any information about the agent’s securities position, we assume the terms (p2, l%, 020, O’%)
which describe the OTC order flows, to be independent from z7. f2 and g3 denote the running and
terminal cost functions, respectively; (o, w) in fg represents the direct trading cost of the securities
of price w with trading rate «; %(a, Aia) an internal trading cost or a trading fee to be paid to the
exchange; —b;(z,w) the reduction of the cost based on the mark-to-market value of the inventory

with a stochastic discount factor by; T% the other contributions to the running cost depending on the
inventory level, informations and cash flows (c”,¢/). The terminal cost function g5, represents the
penalty on the open position at the closing time 7.

Remark 3.1. From the problem setup and (3.1), we see that all the heterogeneities among the non-

cooperative agents come from i.i.d. inputs only; idiosyncratic informations (¢/ )jv 1, @nitial conditions
N2

(77])] 1, and the Brownian motions (Bj)j 1-

Remark 3.2. One may wonder why we do not allow wr-dependence in gg as in the work [27]. This
is due to the existence of the first population. Since they have non-negligible market share, their last-
minute trading at {T} can influence wr despite the fact that it is on the Lebesgue-null set. In other
words, if there exists wor dependence in the terminal cost function, the first population can drastically
change it without changing their securities position at all. This easily makes the system ill-defined.
Because of this reason, we assume that the terminal cost functions of the both population (see (3.4) and
(3.9) below) are independent from wr. ' This is not a big restriction from the modeling perspective,
since the cost functionals can still depend on the time integral of (Wt)te[o,T]-

Remark 3.3. The definition of the admissible space Ay = H?(FF;R") used above implies that each
agent is supposed to know, in addition to the common information FO, all the idiosyncratic informa-
tion F of the other agents. (The perfect information is to be assumed also for the first populatzon)
Ideally, we would like to restrict the information set available to each agent j to the filtration FO®F 7,
Unfortunately however, to the best of the author’s knowledge, there is no existing work to successfully
achieve the market clearing equilibrium in the finite agent market without assuming the perfect infor-
mation. Interestingly, though, we shall observe that the realistic information setup is recovered in the
large population limit. See the discussion in Remark 4.2 and the one following Theorem 5.1.

3.1.2 Solving the individual problem for j =1,..., Ny

In order to solve the above problem, let us introduce the following conditions.

Assumption 3.2. (i) A = (At)te[o,T] is an FO-progressively measurable 8" -valued process such that
both Ay and A, (.— A7) are bounded by L for every t € [0, T].

(i) For every (t.¢%.€) € (0.7 x (B2, [lat, &, ) + (1, %, )| + at. . ) < L(1+ [e] e,

(ili) For every (t,z,c° ¢) € [0, T] x R™ x (R™)?, |f2(t z, c)]—i—\gz(m A o) < L1+ |z + |2+ [c|?).
(iv) For every (t,c, ) [0,T] x (R™)2, f, and g2 are once contmuously differentiable in x, and their
derivatives have the affine form in x:

Oufa(t,z, ) = cp(t,® a4+ hy(t, %, ¢), Buga(w, ) = (%, )z + hy(c”, ).

!The other possibility is to forbid the last-minute trading as in [29].



Here, (cg hy) 1 [0,T] x (R™)% — (87, R") and (cg, hy) : (R™)% — (ST, R") are measurable functions

that satisfy, with some positive constants fyg vy >0,

‘hf(tﬂ CO’ C)‘ + |h9(607 C)| < L(l + |CO| + |C|), ‘Cf(t,co, C)| + |CQ(CO7 C)| < Lv
(0, cp(t, 2, 0)0) > 71102, (0, cy(c°,c)0) >~2|0]?, VO € R™.

(v) b := (bt)sejo,r) and p2 := (p2(t))iejo,r) are FY-progressively measurable bounded processes satisfying

b2
0<b <L, —tf <pa(t) <L, Vte[o,T].
2y
2
Remark 3.4. The benefit (i.e. negative cost) due to the continuous payoff (respectively, lump-sum
payoff at T') from the securities can be included in hy (respectively, hg). The convezity of cost functions
(i.e. risk averseness of agents) is determined by Cf(t,pg, ¢}) and cy(c%, &), which are stochastic and
also heterogeneous among the agents by the factors (cj)j.vil. The affine structures in (iv) will be used
in later sections to guarantee the convexity of Hamiltonian for the “cooperative” agents.

With the adjoint variable y € R™, the Hamiltonian for (3.2) of the jth agent is given by
. , 1 —;
Hi(t,x,y,w,a) = (y,a + p2(t)ww + 15(t)) + (o, @) + §<a7Atoz) — bz, @) + fo(t, ).

For each w € Q, this gives a map from [0,7] x (R™* to R. Under Assumption 3.2, for a given
adjoint variable y, Hj is jointly and strictly convex in (z,«). Its unique minimizer & is given by
a = —Ay(y + @). Hence, for a given @ € H?(F;R"), the system of the state and adjoint equations
from the maximum principle is given by

dr} = (=Ai(y] + ) + p2(t)we + B(1))dt + 03" (H)dW + 03(t)dB],

) . ] Ny . N> .
dyl = —(0ufo(t,x]) — bymy)dt + 20 0dWP + > 57 W+ 2l dBy
k=1 k=1

with m% =1/ and y% = Bxg%(xjf), for each agent 1 < j < Nbs.

Theorem 3.1. Let w € H2(F;R") be given. Under Assumption 3.2, for each j = 1,..., Na, there
exists a unique square integrable solution with (27,y’) € S*(F;R"™) x S*(F; R™) to the FBSDE (3.5).
Moreover, the problem (3.2) has a unique optimal solution &7 := (0 )iejo.1) given by & = —Ay(y] +y).

Proof. This is a simple adaptation of [28, Theorem 3.1]. By the convexity and the differentiability of
the Hamiltonian, it is standard to check the sufficiency of the Pontryagin’s maximum principle. The
uniqueness of the optimal solution follows from the strict convexity of Hj in o. Thus it only remains
to prove the existence of the unique solution to the FBSDE (3.5). For each (¢,w) € [0,7] x €, let us
define the maps from state variables u := (z7,37) € R" x R™ to R" by

B:vj (tv u) = _Xt (yj + wt) + p2 (t)wt + l% (t),
ij (t, u) = —8$?;(t, J]j> + btwt, Gy]‘ (u) = mg%(ajj)

Under Assumption 3.2, they are uniformly Lipschitz continuous in u, and (B, (t,u), Fy; (t,u), Gy, (u))
satisfy the square integrability for a given u. Hence it suffices to check the Peng-Wu’s monotonicity [48,
(H2.3)]. For two inputs (u, ), let us set Ax? 1= 2/ —47, Ay 1=yl —7, AB,; (t) := B, (t,u)— B, (t, 1),
AF,;(t) = Fy(t,u) — Fy;(t,4) and AG,; = Gyi(u) — Gyi(4). Then, from condition (iv), it is
straightforward to see (AB,;(t), Ayl) + (AF,;(t), Az?) < —7{|Amj|2 and (AG;,Azl) > Al .
Thus the existence of a unique solution to (3.5) follows from [48, Theorem 2.6] with pu1 =+, /1 = 7{
with the identity matrix G = I, xp. O

2Obviously, every integrand of Brownian motions is square integrable, such as 27 € H?(F; R"*9). Since all we need
is this square integrability, we drop the details to save the space.



3.1.3 Market clearing equilibrium with given order flows from the first population

Let us denote by % := (Bti)te[o,T] the trading rate of each agent ¢ = 1,..., Ny in the first population
at the securities exchange.

Definition 3.2. We say that the market clearing condition is satisfied if the next equality holds:
No ) N1 )
Zai + Zﬁz =0, dt®dP-a.e.
j=1 i=1

Definition 3.3. With given order flows (f° € H2(F;R"),i = 1,...,Ny) from the first population, if
there exists a price process w € H?(IF; R™) and the set of optimal solutions (&j)évjl to the problem (3.2)
that satisfies the market clearing condition, then we say that the market clearing equilibrium exists
with the equilibrium price process w for the given order flows (ﬁ’)fvzll

Since we know @g = —Kt(yf + wy) from Theorem 3.1, the market clearing condition implies that
the price process w; must be equal to w;(y, ¢) defined by
@i (y, B) == —ma(y) + dnlemi(B), (3.6)
where
511 = Nl/NQ

denotes the ratio of the two populations. Recall that my(y) and my(3) give the empirical means of
(yj)j-vﬁl and (61‘)5\/:11’ respectively. As in [27, 28], the relation (3.6) leads us to consider the FBSDEs;

da] = (=Aely] + @e(ye, Be)) + p2 ()i (e, Be) + 1 (1)) dt + o3 ()W, + o (t)dB],
‘ i P . N (3.7)

dy] = —(0uf5(t,x]) — by (ye, Br))dt + 2 PdWP + > 7 dWf +> " 2 dB

k=1 k=1

with xé =1’ and y;_jr = ﬁxg%(a:j ), 1 < j < Ns. It is a coupled system by the interaction in w(y, 3).
The relevance of (3.7) may be understood from the next theorem.

Theorem 3.2. Let (Bi)f-v:ll with B¢ € H2(F; R™) be given. Under Assumption 3.2, there exists a unique
square integrable solution with (z,y) = ((mj)j-vj’l, (yj)jvjl) € S2(F; R™)N2 x S2(F; R™)N2 to the system of
FBSDEs (3.7). Moreover, there exists a unique market clearing equilibrium with the equilibrium price
process (@ = wi(yt, Bt))iejo,) for the given order flows (ﬂz)fvzll
Proof. This is an adaptation of [28, Theorems 3.2 and 3.3|. Firstly, the existence of the solution to
(3.7) is a necessary condition so that (a7 );Vil clears the market with the given order flows (51)5111
Conversely, if there exists a square integrable solution to the system (3.7), then one can check that
the price process (w(y, Bt))r>0 defined by its solution y actually clears the market when it is used as
an input price process w for the problem (3.2). In fact, due to the uniqueness of the solution to (3.5)
by Theorem 3.1, the backward solutions 4’ of the two equations coincide.

Hence it suffices to show that there exists a unique square integrable solution to (3.7). As before,
this is done by Peng-Wu’s continuation method. For each (¢,w), we define the maps from u :=
(@92, (1)) € (R™)M2 x (R™)N to R by

Byi(t,u) = =Ny + @i (y, Be)) + p2 () (y, Be) + (1),
ij (ta u) = _az?é (t7 xj) + by (ya 6t)7 Gyj (u) = mg% ({E])
with 1 < j7 < Ny. By Assumption 3.2, they are uniformly Lipschitz continuous with respect to

u. For each wu, it is easy to confirm the square integrability; By;(-,u), F,;(-,u) € H2(F;R"), and
Gyi(u) € L2(Fr;R™). Now, it only remains to confirm the Peng-Wu’s monotonicity conditions.



For two inputs (u,), let us set Ax’ 1= 2/ — &7, Ayl = y? — 9/, AB,;(t) := B, (t,u) — B,;(t, 1),
AF,;(t) == Fyi(t,u) — Fy;(t,1) and AG; := Gy (u) — Gy (4). We have

N2 NZ

Z<AB:EJ (t)a ij> + Z<Aij (t)v ij>

j=1 j=1
No . 4 No

== (R(Ay —my(Ay)) + p2(t)ma(Ay), Z (t, &, ) Az’ + bymy(Ay), Axd)
j=1 j=1

f N
2 j V2 12
< —Nopa(t)ma(Ay)| —%EQMA+m;y@ﬂmmMMS-;;}Mw.

In the first inequality, we have used the condition (iv) and the fact that Z?Zl(Ktij Ay >

No(Ayma(Ay), ma(Ay)). The Young’s inequality and the assumption (v) give the last one. From
the condition (iv), we also have Z;\El (AGi, Ax?) > ~] Z 1 |Az7 |2, Hence, we can apply [48, Theo-

rem 2.6] with (81, 1) = (75/2,73) and the identity matrix G. O

Remark 3.5. [t is interesting to observe an economic role played by the term pa(t)w;. Since po is
positive, it increases the inflow of securities to the agents’ inventory when the price w rises. This is
equivalent to the increase of the sales from the OTC clients. Since agents (i.e. financial firms) are
trying to maintain the optimal inventory level, this reduces the demand of the securities among the
financial firms. Assumption 3.2 (v) guarantees that this is stronger than the opposite effect caused by
the mark-to-market term —by(x,w). By making the demand for securities react in an opposite way to
the price level, the term pa(t)wy seems to prevent market bubbles/crashes from happening and allow
the equilibrium to exist for general duration T .

3.2 Problem for the cooperative agents
3.2.1 Problem description

We now study the problem for the first population that consists of cooperative agents. In contrast
to the previous case, the agents are no longer price takers. Although the market share of each
agent may be negligibly small, their coordinated actions in total can influence the behavior of the
price process. In order to describe their problem in a concrete manner, let us first introduce the
following measurable functions; I1 : [0, 7] x (R™)? — R", (01,01) [0, T] x (R™)2 — (R™Xdo R7Xd1),
fi:[0,T] x R® x Po(R™) x R® x A; x (R™)? — R, and g; : R” x Po(R") x (R™)?2 — R. Here,
Aq is a closed convex subset of R”. We also introduce R-valued F0-progressively measurable process
p1 = (p1(t))tepor). As in (3.1), for given stochastic processes (c?, ¢})efo,7], We often use the following
abbreviations

li(t) = ll(t,C?,Ci), (Uio(t)ﬂjll.(t)) = (‘7?701)(@ Cgv Ci)’

i 0 1 7 0 1 (38)
fl(tvxmuawa/ﬁ) = fl(ta‘rhuvwvﬂactact)a gl(z,u) = gl(xalu‘7CTaCT)
for (t,z,p,w,B) € [0,T] x R™ x Po(R™) x R"® x A and 1 < i < Nj. We also use, for 1 < j < Ny,
C}(t) = C}<t7cg7 Cg), ¢} = CQ(C(Y)“’ CJT)

9

Let us denote by 3 := (ﬁi)ZN:ll with 3% := (5})%[01] the trading rate of the cooperative agents at
the exchange. X* = (X})ic[,7] is an R"-valued process describing the evolution of the position size of
the n securities of the ith agent. We suppose that it obeys the dynamics given by

dX] = (B; + pr(t)@e(ye, Be) + (1)) dt + oy (1) dW) + o () AW},  X§ =€,
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1 < i < Nj. Here, the term wy(ys, B) is defined by (3.6) with y = (yj)j-vjl being the solution
to the system of FBSDEs (3.7). The economic interpretation is similar to the previous case; each
component of Sidt (€ R™) gives the amount of the corresponding security bought (or sold if negative)
by the ith agent at the exchange within a time interval [t,¢ + dt]; (p1(t)wi(y, Bi) + 4(t))dt and
(o2 (£)dWP, o (t)dW}) give the stochastic order flows from her OTC clients. We suppose that the
cost functional for each agent 7 is given by

T
TB) = B[ | X0 il 50, B + 9} (X )], (3.9)

0
where I/tN ! is the time-t empirical distribution of the securities position among the cooperative agents,
ie. yiv b= N% 25\7:11 Oxi- fi and ¢! denote the running and terminal costs, respectively. Since the

agents are cooperative, it is natural to suppose that each of them takes care of not only her own
inventory but also its distribution across the members. This is represented by the dependence on the
empirical distribution ™ in the cost functions. The running cost f4 is allowed to have general convex
dependence on w to describe the agent’s preference on the price level.

We suppose that all the trading actions in the first population are coordinated by the central
planner, whose problem is defined by

Ny
inf . ; JiB). (3.10)

BieAq, i=1,..

Here, A; := H?(F; A;) is the admissible space for each 3. Thus, at every time t € [0,T], each
control ! has to take values in a given closed convex set A;. The central planner is responsible to
control every 3%, = 1,..., Ny within A; to minimize the total cost of the whole population. Due
to the reactions from the non-cooperative agents, she needs to deal with complicated price impacts
from her own trading. Notice that, in addition to the direct impact from mj(/3)-term in wy(-), she
also receives implicit feedbacks from my(y)-term via (3.7). In fact, the coupling with (3.7) makes the
problem for the central planner an optimization with respect to the system of controlled-FBSDEs
instead of controlled-SDEs. See the works by J. Yong [54, 55] for general discussions on the problems
of controlled-FBSDEs.

Remark 3.6. Similarly to the second population, we see that all the heterogeneities among the cooper-
ative agents come from i.i.d. inputs only; idiosyncratic informations (ci)ﬁ\gl, initial conditions (§i)lN:11,

and the Brownian motions (I/V’)f\[:l1

Before giving the set of main assumptions, let us mention about the concept of differentiability
of functions defined on the space of probability measures. In this work, we adopt the notion of L-
differentiability used in [13, 14], which was first introduced by P.L.Lions in his lecture at College de
France. Here, the differentiation is based on the lifting of function P2(R™) 3 p+— u(p) € R to a func-
tion u defined on the Hilbert space L2(Q2, F,P;R") by u(X) := u(L(X)) with X € L*(Q,F,P;R").
Here, the probability space (€2, F,P) is chosen arbitrarily with a Polish set {2 and an atomless prob-
ability measure P to support the random variable X with £(X) = p. The L-derivative of u(u) is
defined as the Frechet derivative of the lifted function u(X).

Definition 3.4 (Definition 5.22 in [13]). A function u on Pa(R™) is said to be L-differentiable at
o € Po(R™) if there exists a random variable X with law po such that the lifted function w is Frechet
differentiable at X .

We distinguish the Frechet derivative by using the symbol D. By [13, Proposition 5.24], if u is
L-differentiable at 10, the @ is Frechet differentiable at any X with £(X) = uo and the law of the pair
(X, Du(X)) is independent of the choice of the random variable X. Thus, the L-derivative may be

11



denoted by 9, u(po)() : R > & +— duu(po)(x) € R™, which is uniquely defined pp-a.e. on R™. By its
definition, the L-derivative satisfies

u(pe) = u(po) + E[(X — Xo, 0u(p0)(Xo0))] + o([| X — Xol[r2),

for any random variables X and Xo With L(X) = p and L(Xo) = po. For example, if the function
u is of the form u(p) := [ga h( ) for some function h : R” — R, we have u(X) = E[h(X)]
with £(X) = p. If the functlon h is dlfferentlable, then the definition of L-derivative implies that
Ouu(p)(-) = 0zh(-). See [13, 14] for details and many more examples.

In our analysis, in particular, functions on empirical distributions play a special role. Suppose that

a function u : Py(R™) — R is given. By considering the map (R*)N > (z)) | — u(% sz\il 5z¢) €R,

u can also be seen as a function on (R™)V. If u : Po(R™) — R is L-differentiable, [13, Proposition 5.35]
tells that the function u, when seen as a function on (R")", is differentiable for each x’ and satisfies

N
yiu(zt,. .. alN) = %8“1(%26@1)@1) (3.11)
i=1

Here, with slight abuse of notations, we used the same symbol u to denote the two maps.
Now, our assumptions on the cooperative agents are given as follows.

Assumption 3.3. (0) The population sizes (N1, Na) satisfy 6y < L, where 6, := N1 /Ns.

(i) For every (t,% ¢) € [0,T] x (R™)2, |l1(t, % )| + |o)(t, 0, )| + |o1(t, <, ¢)] < L(1+ || + |c]).

(ii) For every (t,x,p, @, B,c" c) € [0,T] x R™ x Po(R™) x R™ x A; x (R™)2, the cost functions satisfy
|f1(t7x,u,w,ﬂ,co,c)| < L(l + |:L‘|2 + MQ(;“)2 + |"”_J|2 + ‘B|2 + |CO|2 + |c|2)7
191G, 0)] < LU+ Jaf? + Ma()? + | +]ef?).

and, with another inputs (a’c,,zl,zﬁ,ﬁ), they also satisfy the local Lipschitz continuity;

|f1(t,x,u,w,ﬁ,co,c) fl(t T :u‘v 7ﬂvc C)|
< L(1 A+ |l + [&] + Mo () + Ma(f2) + ] + [] + || + |e]) (|2 = & + Wa(p, 1) + | — | + |8 = B),
|91(x, 11,0, ¢) = g (i, i1, &, €)| < LU+ || + || + Ma() + M) + |c°] + |e)(Jo — £] + Wa(u, ).

(iii) The cost functions f1 and g1 are once continuously differentiable in (z,p,w,3) and (x, p) respec-
tively with uniformly Lipschitz continuous derivatives in the sense that

(02 0 0p) Al (t, 2, 1, B, 0, €) = [(Da, Dog, D) 1] (£ i, 0, B, %, 0)| < Ll — £| + Wa(p, f2) + | — 5| + |8 — B,
|6Mf1(t7l',/j/,w,6,0070)( ) afl(t.’L'/,L7 7670 c)(')|§L(|x—3ﬁ|+Wg(M,ﬂ)+|w—zﬁ\—|—|B—B|+|v—15|),
|3Igl(:z:,u,co,c) - argl(x’,uac 7C)| < L(|$ - z| + WQ(lu‘ap’))?

|au91(937ﬂacoac)(v) - 8ugl(£’/lvcovc)(’é)‘ < L(|$ - j?‘ + WQ(M;,&) + |’U - ﬁ‘)v

hold for every (t,c°, ¢) € [0,T] x (R™)2 and (z, u, @, B,v), (&, fi, %, B,0) € R" x Po(R™) x R x A x R™.

Moreover, the derivatives satisfy the linear growth property:

(02,0, 95) 1l (¢, 2, 0, B, €, ©)| + 10 fi(t, @, 0, B, ¢, €)(v)] < L(L + [a| + Ma (i) + |w] + [B] + [v] + 1c?] + [e]),
10291 (2, 1, %, )| + 10ugn (, 11, %, ) (V)| < L1+ || + Ma(p) + [v] + [c°] + [e]).
(iv) For any (t,c° c) € [0,T] x (R™)2, fy is jointly convex in (z,u,w, B) in the sense that

f(tx,u, 5/67C C) fl(t,x,,u,w,ﬁ,coc a:wﬁ fl(tiU/.L,WB,C C) (x_x?w,_wvé_ﬂ)>

- E[(@ufl(t,:c,,u,w,ﬂ,co,c)(X),X -X)] >

= Q

Lig—af? + ﬁm—mﬂugw—wﬁ
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holds for any pair of inputs (z,p,w, 5), (£, ﬂ,?ﬁ B) € R™ x Po(R"™) x R"™ x Ay and random variables
X, X with L(X) = M,E(X) = [i. Here, ’)’1:)\67/\ > 0 are some positive constants, and O, g)f1
stands for the gradient of fi in the joint variables (x,w, f3).

(v) For any (c°,c) € (R™)2, gy is jointly convex in (x, p) with some positive constant v > 0,

g
. , 5 .
gl((E,/J,7CO7C) - gl((E,/J,,CO,C) - <81g1(x7u,co,c)7x - $> - E[<8,ugl(x7ﬂvcovc)(X)7X - X>] > ?1|(E - x‘Q

holds for any pair of inputs (x,u), (£, 1) € R™ x Po(R™) and random variables X, X with L(X) =

w, L(X) = 4.
(vi) p1 = (p1(t))iejor] is an R-valued F°-progressively measurable bounded process with |pi(t)] <
L, YVt €10, T]. Moreover, pa satisfies
2
max(%, %) <p(t)< L, Vtelo,T).
72

Remark 3.7. Note that, fi can have much more general form than fa. In particular, f1 having a
linear quadratic form in (x,w, ) with appropriate convezity is a special example satisfying the above
assumptions.

3.2.2 Adjoint equations

Let us first introduce the notations X, P € (R”)Nl,ﬁ € A{Vl and z,y,p,r € (R")™2 in the following
N N- i\ IV: i\ IV: N

way; X = (X)L, P = (P');2, (5Z)z 1 r = (37])3:217 Yy = (yj)j:Qp b= (p7)] 2, and

With ad301nt variables (P, p,r), the Hamiltonian H for the problem (3.10) is defined by
H(t7X7ZL‘7y7 P’p7’r‘7/8)

N1
=3P Ol 8) + HO) + 100X (0, 9).6) (3.12)

+Z{ Y+ @iy, B)) + pa(@i(y, B) + B(1)) + (7, —0uFa(t, 27) + by (y, B)) ),

which gives, for each (¢,w), a map from (R")™M x (R”)N2 X (R")N2 x (RN x (R™) N2 x (R?)N2 x AN
to R. Here, w;(y, B) is defined by (3.6) and v := N SN §yi. With slight abuse of notation, let
us also write the above Hamiltonian as H(t, X, z,y, P,p,r,w, ) when we treat o € R™ as a separate
argument. From the number of arguments involved in the expression, one may understand which
definition is used without confusion. Note that, in the both definitions, the dependence on v is
treated as a function of X = (X’)f\[:l1 For each u := (X, z,y, P,p,r), we wan to find a minimizer:

B\(Lu) = argmin(H(t,Xw,y,P,p, r,p): B = (Bi)Jill € ANl).
We often use the following derivatives: with w := w;(y, 8) and fi(t,u, 8%) := fi(t, X’ v, @, B7),

H(t,u, B) = 9p:H(t,u,, B) + FtawH (t,u, @, B),
2

P O fi(tu, ) + Zawfl (tsu, B%) + 8apr ()Am1 (P) + (=1 + pa(t) A )ma(p) + beAsma(r),

Ox:H(t,u, B) = 9, fi(t, u, B) + Nil gauff(t,u7ﬁk)(Xi), (3.13)
asz(t,U B):_ 4()7ﬁj7
Oy H(t,u, B) = Zawfl (t,u, B%) = Bupr (t)my (P) — byma(r) + Ay(ma(p) — p7) — pa(t)ma(p).
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Here, we have used (3.11) to get OxiH(t,u, 5).

Lemma 3.1. Under Assumptions 3.2-3.3, for each (t,w) and a given set of adjoint variables (P,p,r) €
(RN x (R™)N2 x (R™)N2 the Hamiltonian H defined by (3.12) is jointly conver in (X,z,y,3) €
(RN (R™)N2 5 (R™)N2 5 ANV and strictly so in (Xl\,ﬁ)' {\n particular, for/\qny t €[0,T] and input
u:= (X,z,y, P,p,r), there exists a unique minimizer (8; = ['(t, u))fill with B} € Ay that satisfies the
following linear growth and the Lipschitz continuity properties:

Ny Ny
STIB WP <CY [LHIXP+ P+ [ma(y)? + [ma(p)* + [ma(r)]® + [ + [c}]*]
=1 =1

Ny

Ejlﬁz tou) = Bt < CY (X7 = X2 4 |PT = PP+ [ma(y — )[* + [ma(p — 5)|* + [ma(r — )],
=1
where U = (X,a?,y,P,zﬁ,f) is another input and C is some positive constant independent of the

population sizes. Moreover, the minimizer E(t,u) 1s coupled to the second population in a symmetric
way; it is independent from x and depends on y,p,r only through their empirical means.

Proof. First, we check the relevant convex1ty of H. For a given (P,p,r), we consider two arbi-
trary sets of state variables (X, z,y), (X Z,y) and controls S, B. With u := (X,z,y, P,p,r) and
= (X, &,9, P,p,r), we compare H(t,u, ) and H (t, 14, ﬁ) For notational simplicity, let us set N :=
]\1,1 vazll Sxi, v = ]\1,1 ZNI dyi, @ := wi(y,B), @ = wt(gj,,é’), AX? .= X _ Xt AR = ﬂZ —_

Aw :=t—w = —mg(Ay)+5nAtm1(Aﬂ), etc. We also put fi(t,u, 8%) := fi(t, X', 0™, @, BY), fi(t, 4, 61) =

fit, Xt oM B’) Since the linear terms in H cancel, we obtain by direct calculation using (3.13),

(tﬁﬁ)— H{(t,u, B)
N»

- Z (90 H(t,u, B), ABY) + (O H(t,u, ), AX)] = 3 [(9, H(t,u, ), Aa?) + (9, H(t,u, B), Ay)]
j=1
M L , , , . , . (3.14)
= Z[fll(t7ﬁaﬁz) - f]z(tau7 ﬂz) - <8ﬂfi(t>u7ﬁl)7Aﬁz> - <8wf{’<t7u561)7Aw>
=1

Ny
= (Oafi(t,u, B), AX) = B [(Dufi(t,w, B)(X7), AXT)]] > 5 Y (HIAXP + 2618 + Aa|Ac]?),
i=1
which gives the desired convexity. Since A; is convex and closed, it guarantees the existence of the
unique minimizer. Here, we have introduced a random variable # on a probability space (2, F P?),
which is distributed uniformly on the set {1,2,..., N1}. We use E?[-] to denote the expectation with
respect to P?. In particular,

N1 Ni Ny
NIZZ Oufr(t,u, BE)X), AXT) = > B[, f1 (£, u, B)(X°), AX)]. (3.15)

i=1 k=1 k=1

Since the distribution of the random variables X?, X¢ are equal to ™ and ™ respectively, Assump-
tion 3.3 (iv) gives the inequality (3.14).
We now prove the latter claims. The convexity (3.14) implies that, for any fixed (5} € Al)ZN:ll,

Ny

H(t,u, Bo) > H(t,u, B(t,u) > H(t,u,Bo) + > _(Bi — By, 05 H(t, u, Bo)) 28 Z 181 — Bal*,

i=1

which gives, by Young’s inequality, ZjV:ll |§§ - B2 < C’vazll |0g: H (t, u, Bo)|?, where C' depends on
Ag. Hence (3.13), the conditions (0) and (iii) give the desired growth property for B. Finally, let us
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put 3; = B\i(t, u) and Bzz = Bi(t, %) the minimizers of H with two inputs u = (X, z,y, P,p,r) and 4 =
X,m’, ',]5,15,7‘ , respectively. Using the optimality condition, we have ]\2 v Bl 0gH(t, 0, B)) —

Y, 451 y i=1\Pt t»Op t
Ogi H (t,u, B;)) < 0. By rearrangement,

N1 Nl
> B = Biy0g H(t,u, By) — 9 H(t,u, By)) <Y (B — Bi, 0 H(t,u, B}) — 9 H (t,1, By)).
=1 1=1

The convexity of the left hand side in 3 yields A\g 2N, \//B\;Z — B < Sh <§£Z — B}:,BﬁiH(t, u, Bl) —
g H (t,d, Eé» and hence, an application of Young’s inequality gives

Nl Nl

DB =B <CY |09p H(t,u, B) — O Ht, 0, By)[
=1 =1

From (3.13), the conditions (0) and (iii) give the desired Lipschitz continuity. The last statement on

the coupling of 5(t,u) is a direct consequence of the form of this Lipschitz continuity. O

The system of coupled equations 1 < i < Nj,1 < j < N, that characterizes the optimal solution
to the problem (3.10) is given as follows:

dX} = (B + p1(O) i (ye, Br) + 1 (1)) dt + o7 (1AW + o} (1) AW,

d] = (=Ro(yl + @i(ye, Br)) + p2(B) e (ye, Br) + 1 (1))dt + o3 (1)dW) + o (t)d B,

> . o~ . Nl . N2 .
dyl = —(0uf5(t.x]) — by (ye, Br))dt + 2] PdWP + 57 W) + > 2l dBy,
k=1 k=1

N1
. . ) o 1 ~ o~ )
AP = {0 110 XE v @i B). B) + 5 2 (0 XE 0™ e, B B)(XD)
k=1

; L A (3.16)
+ QAW + > QAW + Y QptdBY, '

k=1 k=1
N1 N2
j j j j,0 i,k i,k k
i = S Orldt -+ G@OAW + S0 HAWE + 3 g dBt,
k=1

= k=1

dr] = _{Xt(m2(pt) —p]) — pa(t)ma(ps) — Supr ()M (Py) — byma(ry)
Ny

1 o~ ~
A D O XE v s ). ) e
k=1

with the boundary conditions; X(i) = ¢, xé =1, ré =0 and
: o 1 _ : o
vp = 0ogi(ey). Pr=0ugi(Xpsvp") + 1= D 0ugb (X5, 2 )(XE) pp = e
k=1
Note that the two populations are coupled only through the empirical means contained in wy(y, ).

The relevance of (3.16) is based on the next theorem.

Remark 3.8. From (3.13), one can check that the drift terms of adjoint variables (P, p?,77) are given
by —OxiH(t,u,3), =0, H(t,u,) and —0,; H(t,u, ), respectively.

Theorem 3.3. Let Assumption 3.2-3.3 be in force. Suppose that there exists a unique square integrable
solution to the system of equations (3.16) with u := (X,z,y, P,p,r) GASQ(]F;]R”)N1 x S2(F; R™)N2 x
S?(F; RM)N2 x S2(F; RN x SHF; RN x SHF;RY)N2 and By := (B(t,we))Y!, the minimizer of
H(t,u,-) for dt ® dP-a.e. Then, ﬁt,t € [0,T] is the unique optimal solution to (3.10).
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Proof. Let uy := (X, x4, yt, Prypt,7¢), t € [0,T] denote the solution to (3.16) with Bt the minimizer of
H(t,us,-), dt ®dP-a.e. By Lemma 3.1 and the properties of (c°, c') given at the beginning of Section 3,
B is square integrable and hence admissible. We denote by (Xt,xt,yt) t € [0,T) the state processes
corresponding to another control 5 = (,BZ)N1 € ANl and set 1y := (X, &4, U, Pt,pt,rt) t €[0,7]. Let
us put l/tN = J\]/:l Z (5xz Nl = 1\}1 ZNl 5)(“ oy = wt(yt,ﬂt) wy = wt(yt,,é’t) AX = X — X,
Ar:=1t—x, A = 6 — B and similarly for the others. For notational ease, we also use f%(t, uy, B;) =

flz(t7 ng Vt]Vl ) wt(yb Bt): //8\@ and flz(t7 Q"LZH B;) = f{(ta Xi?? I}tNI ) wt(y,ta /B’t)a Btz)
From Assumption 3.3 (v) and the technique used in (3.15), we have

Ny Ny Ny Na
> (G (X5 o) — gl (X, vp ) 2 (P, AXE) =Y (Pr, AXEY + > ((h, Azh) + (rh, Ayl)).
i=1 i=1 i=1 j=1

In the latter equality, we used the fact <pjf, ASC%«> <T‘T, AyT> = 0. By the initial condition AX} =
Azl = r} = 0 and the optimality Zi(aﬁiH(t,ut,Bt),ABt> > 0 dt ® dP-a.e., an application of Ito
formula yields

Ny Ny N ‘ T N
PIFACIEDSRAGIES [Z<PT,AXT + Z (P Axh) + (7, Ayi)) / >t ) £t wi, Bt
i=1 i=1 i=1
T 7 -~ Nl -~ - -~ .
> E/ [H(t, ¢, Br) — H(t,ug, By) — Z(<8XiH(t7ut>ﬁt)7 AXY) + (0gi H(t,ug, Br), ABL))
0 i=1
— Z(<8x3 H(t, U, ,6t>, A$g> + <8yg H(t, Ut, Bt)a Ayg>>] dt.

j=1

The conclusion follows from the joint convexity (3.14) in Lemma 3.1. O

3.2.3 Existence of the optimal solution

The aim of this section is to prove the existence of a strong solution to (3.16), which then will
be combined with Theorem 3.3 to solve the optimization problem for the first population. We use
the following maps to study the monotonicity [48, (H2.3)]. For each (t,w), we define the maps on
(R™)NL x (R™)N2 5 (R™)N2 x (RN x (R™)N2 x (R")N2 5 0 := (X, z,y, P,p,r) — R" by

-~

Bxi(t,u) := B+ p1(t)wi(y, B) + 1L (t),
By (t,u) == —A(y’ + wi(y, B)) + pa(t)we(y, B) + 1(t),

~ o~

Byi(t,u) == —{Ai(ma(p) — ') = p2(t)ma(p) — dupr (t)ma (P) — byma(r) —*Zawﬁ (t, X% ™M wi(y, B), %) },

Fpi(t,u) = —{0: fi(t, X', v @i(y, B), B) + Za X5 0N my(y, B), BR) (X)),
Fyi(t,u) == —(0.F5(t,a7) — biwi(y, B)),  Fpilt,u) == ch(t)r,
and

Gpi(u) = 0,91 (X", ™) +723u91 MY, Gyi(u) o= Bugh(a?),  Ghi(u) = =1,

with 1 <4 < Ny,1 < j < No. Here, vVt := N% ZNl dxi and (EZ : ﬂz(t u)) ; is the minimizer of the

Hamiltonian H(t,u,-). Let u := (X, z,y, P,p, 7“) = (X & y,P p,7) € (R")2N1+4]X2 be two arbitrary
inputs. We use abbreviations, such as, ﬂ’ Bi(t,u), ﬂ” = B’(t 4), w = w(y, 8), & = w(y,),
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Fit,u, B o= fit, X1, 0N, BY), fi(t, 4, B7) == fi(t, X1, 0N, &, B) and also put AX?:= X — X1,
Ayl =yl — g, AB = Bt — B Aw = w — &, and AByi(t) := Bxi(t,u) — Byi(t, 1), AF,;(t,u) =
ij (t,u) - ij (t,ﬂ), AGpi = Gpi (u) — Gpi (?l), etc.

Lemma 3.2. Under Assumptions 3.2-3.3, for any inputs (u,4), the terminal functions satisfy

Ny Ny Ny N3
D (AGH, AXY) +) ((AGy, Azl) + (—1)AGy, Ar?)) > 49 Y TJAX P + 98 > (|Ax7 | + |Ar|2).
i=1

i=1 j=1 j=1

Proof. This is a direct result of Assumption 3.2 (iv) and Assumption 3.3 (v). O

Although the proof requires rather lengthy calculation, the following result is crucial. It tells that the
drift terms do not satisfy the Peng-Wu’s monotonicity conditions. However, we shall show that the
violation of the monotonicity can be controlled by &, := Nj/Na, the ratio of the two population sizes.

Lemma 3.3. Let Assumptions 3.2-3.8 hold. Then, for any t € [0,T] and inputs (u, 1), there exists a
positive constant 8t such that, for any (N1, No) satisfying 6y := N1/N2 < 6, the inequality

Ny N» Ny N2
D(t) < - [ IAXP + 3" (18272 + |Ar )] + 6.C[ D AP + 3" (1ay7 2 + |Ap )]

i=1 j=1 i=1 j=1

foof
holds with 7 = min(%l, %2) and some positive constant C independent of the population sizes. Here,

N, N
D(t) := Z(ABXi (t), AP") + Z[<AB$J- (), Ay?) + ((—~1)AB,s (t), Ap’)]

Ny N
+ D (AFp: (), AX) + 3 T[(AF (1), Aa) + (—1)AF, (1), ArT)].

j=1
Proof. Let us evaluate each term. From (3.13), we can express AP’ as

AP’ = aBiH(tvuvb\) - aﬁiH(tﬂsz/) - (aﬁlflz(t’uufj\l) - aﬁiff(t>d7§l7i)) + (I - p2(t)At)m2(Ap>

N
Ay &

— biAyma (A7) = dapr (D) A (AP) — - YO (t,u, ) — 0o fE (1, BF)).
k=1

It gives, together with the optimality condition ) _;(0s: H (t, u, B) — O H (1,1, B’), ABZ> <0,

N1 Nl

> (ABx: (), AP') =Y (AR + pi () Aw, APY)

=1 . | R =1 | B N .. | R | B

<= (O fi(tu, BY) = O [ (8,10, B), ABY) = Y (0w fi(t,u, BY) — O f1(t, 4, B, Aw +ma(Ay))
=1 =1

-~

+ Ni{(I = p2(t)Ar)ma(Ap) — bAyma(Ar), my (AB)) — Nip1(t)(me(Ay), mi(AP)).
Since Zj<Kt(ij —ma(Ay)), Ay/) > 0 and Zj<Kt(Ap7 —ma(Ap)), Ap?) > 0, we have

N2

> (B (1), Ay?) < —Nopa(t)|ma(Ay)[? + Ni{(p2()Ar — Imy(AB), ma(Ay)),

j=1

Ny

D ((=1)AB,(t), Ap’) < —Napa(t)|ma(Ap)[* — Naby(ma(Ar), ma(Ap)) — Nypa(t)(mi(AP), my(Ap))

Jj=1

N1
— > (0= filt,u, B') = 0z fi(t, 4, B7), ma(Ap)).
i=1

17



By the technique used for (3.15) in Lemma 3.1, we get

N1 Nl
D (AFpi (), AXY) = = (0 filt,u, B') = Dufi(t i, B), AXY)
=1 =1

Ny
= > B [(@u it u, B)(XY) = 0, fi(t,4, B7)(X%), AX?)].

i=1

Finally, as a direct result from Assumption 3.2 (iv), we have

N2 Ny Ns
> (AF, (1), Az?) + Y (—1)AF, (t), Arl) Z (|AZ?|? + |Ar7|?) 4+ Naby(Aw, my(Az)).

Summing all the terms and using Assumption 3.3 (iv), we get

Ny No Ny
A DIAXTE = D (1AL + | ATP) = D (Al AF? + As|Awl?) + R(D), (3.17)
i= j=1 i=1
where the residual term R(t) is defined by
R(t) := —Napa(t) (Jma(Ay)|* + [ma(Ap)|*) = D (= fi(t,u, B) = O fi(t, 4, B7), ma(Ay + Ap))
i=1

+ N {(1 — p2(t)Ar)ma(Ap — Ay) — byAma(Ar), my (AB)) — Nipy (£)(mi (AP), ma(Ay + Ap))
— Ngbt<m2(A’l“), mg(Ap)> + Nth<Aw, mg(Aa:)>

We get an estimate on R(t) from the Lipschitz continuity of 0, fi and Young’s inequality. In
particular,

(t) N2py(t)? /1 -
N my(AP),ma(Ay + A <N mo (A + |mo (A —_— AP?
1p1(t)(m1(AP), ma(Ay )l 2 (Im2(Ay) > + [ma(Ap)[?) + Nopa(@) (N1 Z§1| | )
(t) N ,
< N2 (Im2(Ay)|* + [ma(Ap)[*) + Cﬁ; E |AP?,
i—1
f N2 2 Ny
b e, Nabg 2 Ny 2412
Nobi[(Aww, ma(Ax))| < 5 E 1 |Ax? |7 + T£|m2(Ay)| +CE '§1 |ABY
J= i=

with some constant C'. Similar calculations yield

N1 f
; Aw A
R(t) <3 [HIAXP + Z2|Awf + 22 |G ”2Z|A:~\2+\Arﬂ|>

i=1 j=1

Ny
N- . .
+ ONi(Imao(Ay) P+ [ma(Ap) + [ma(Ar) ) + OG- S (IAF + [AP?)
i=1

4 Nob? Nob2
- sz22( )(\mQ(Ay)IQ + [ma(Ap) ) + —-[ma(Ap)[* + =7 ma(Ay)|? (3.18)
27, Y2
o 'Yf ; A fy N2 . )
<Y [BAXP + 22 |awf + 22 aF] # DA+ A
i=1 =1

Ny
N- ~ )
+ ON1(|ma(Ay)[* + [ma(Ap)|* + |ma(A7)[?) +C*N; > (|AB] +|AP),
=1
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where we have used Assumption 3.3 (vi) in the second inequality. Note that, the constant C' depends

!
on L and convexity parameters but not on (Ni, Na). Now we choose 6% := min(;‘—g, g—é) Then, for
any 0, = N1 /N2 satisfying d, < 65, we have

Ny f N»
0 i Aw o~ 1 . 2 .
R(t) <Y [FIAXP + T2 Aw ] + X[ AFP] +43 Y [51Aa7 P + S| Ar 7]
j=1

i=1

Ny N2
+C8[Y AP+ 1Ay + AP P)].

i=1 =1
By inserting into (3.17), we obtain the desired estimate on D(t). O

We now provide the first main result. Since Peng-Wu’s monotonicity does not hold, we need in
general to make all the Lipschitz constants small enough to guarantee the well-posedness of FBSDEs
for a given duration. However, the result of Lemma 3.3, which shows the violation of the monotonicity
is proportional to dy, suggests that the well-posedness of the system (3.16) may be available as long
as the ratio 0, = N;/Na is small enough. We shall show that this is actually the case by the next
theorem.

Theorem 3.4. Let Assumptions 3.2-3.3 hold. Then, there exists some positive constant §f' < 55 such
that, for any (N1, N3) satisfying 6, < 0L, there exists a unique square integrable solution to the system
of FBSDEs (3.16) with u := (X, z,y, P,p,r) € S?(F; R")M x S2(F; R")V2 x S?(F; R") V2 x S2(F; R") M x
S?(F; R™) N2 x S2(F; R™) N2,

;oo
Proof. First, we put ~ := min(%,%,’yf,’yg). Let Ixi, Iy, 1oy, Ipi, Iy, I be in H2(F;R") and
Opi, 0,0, be in L2(Fr,R") for every 1 < i < Ni,1 < j < Ny. We hypothesize that, for any
choice of (Ixi, Iy, 1yi, Ipi, Ly, 15) and (Opi, 0,0, ), there exists some ¢ € [0,1) such that there ex-

ists a unique square integrable solution with @ = (X, Z, 7, P,p,7) € S?(F; R?)2N1+4N2 ¢4 the following
system of FBSDEs, 1 <7 < Ny,1 < j < Na:

X, = (0Bx: (,70) + Lxi (£))dt + o7 () dW? + ot (1)WY,
%] = (0Bui (t, W) + Lo (t))dt + o (1)dW) + o3 (t)dBY,
d?g = (QBrj (tvﬂt) + Irj (t))dtv

Ny Ny
_ — . —i,0 —ik —i,k
APy = —[(1 = 0y X, — 0Fpi (t,) + Ips ()] dt + @, dWP + @, dWf +> 9, dBY,
k=1 k=1

N Na

dy] = —[(1— ov&@] — oF s (t,) + Iy ()] dt + 2 °dW + > 57 awl + > "zl dBY,

k=1 k=1
dp] = —[~(1 = 077 — 0Fy (t. 1) + Ly (D)]dt + g dW + Y _a/ aWl + 3 g/ dBY,
k=1 k=1
with X = &, @) =17, 7 = 0 and Pp = oGp:(ur) + (1 — ) X7+ 0pi, Tp = 0Gys (Ur) + (1 — )T +
Oy, Py = 0Gpi(ur) — (1 — )7 + 6,,;. The hypothesis clearly holds when ¢ = 0 since then the system
becomes the decoupled Lipschitz FBSDEs.
Now, with a given input process @ € S?(F; R")2NM+4N2 we consider the perturbed FBSDEs on
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u= (X, 2y, P,p,r) with ¢ € (0,1), 1 <i < Ni,1<j < Ny:

X} = [0Bx:(t,ur) + (Bxi(t, ) + Ix:(t)]dt + 07" (1) dW + o} (£)dW],
dz] = [0Bi (t,ug) + (B (t,) + L (t)]dt + 03 °(t)dW) + o5 (t)dB],
dr] = 0By (t,ur) + (B (t,) + I ()] dt,

dP} = —[(1 = o)y X} — 0Fps(t,ur) + ((— X, — Fps(t. 1)) + Ipi (1)) dt

N1 N2
+ QWY + 3 QpFawf +> " aytdBf,
) ) k=1 k=1 y - (3.19)
dyt = =[(1 = 0)yx] — 0Fys (t,ur) + (=77 — Fy (8,701)) + Ly (1) ] dt
. Nl . N2 .
+ 2 0dWP + > AW+ 2l aBy,
k=1 k=1
dpt = —[=(1 = @)vry — oFp (t,we) + C(VFL = Fps (8,7)) + L (1) ] dt

N1 N2
B j, ke j, ke
+aq/ AW+ artdwf + ) qf "B,
k=1 k=1

with the boundary conditions Xj = &, @) = 07, 1) = 0 and P = 0G pi (ur) + (1 — 0) Xin+C (G pi () —
XZT) + 0pi, yf_p.: 0G i (ur) + (1 — o)z + C(Gyi(ur) — EZ_F) + 6,5 and pZ_p = 0Gpi(ur) — (1 - Q)rgp +
C(Gpi(ur) + ) + 0,i. Note that, by the initial hypothesis, there exists a unique solution u =
(X,z,y, P,p,r) € S*(F;R™)2M+4N2 t6 the FBSDEs (3.19). This defines a map S?(F; R?)2NVi+4Nz 5
T u € S?(F;R?)2N1+4N2 - If we show that thie map is a contraction for some ¢ > 0 independent of
0, then we can extend the hypothesis from o to (¢ + (). Then we are done, because p =1 and 1,0 =0
give the interested FBSDEs (3.16). In the following, we shall show that if 6, < 6/ with some 67 > 0
determined independently from p, there exists a sufficiently small ¢ > 0 independent of ¢ such that
the above map @ — u becomes a contraction as desired.

First step: Let us denote by u, % € S?(F; R")2V1+4N2 the solutions to (3.19) with two input processes
T, U € S*F;R")2N1+4N2 | regpectively. As in Lemmas 3.2-3.3, we use the notations: Au := u — 1,
Au = u — ﬁ, ABXi(t) = BXi(t,ut) — BXz'(t,'llt), AEXi(t) = BXi(t,ﬂt) - BXi(t,ﬁt), AFPi(t> =
sz‘(t, ut) - Fpi(/t,ﬂt), AFpi(t) = Fpi(f,ﬂt) - Fpi(t,ﬁt), AGpi = Gpi(UT) - Gpi(aT), AGpi =
Gpi(ur) — Gpi(ur), etc. An application of It6 formula with the result of Lemma 3.3 gives

N, Ny
Y E[(AXE,APL)] + Y E[(Azh, Ayp) + (—1)Ar], Ap})]
i=1 j=1
T M , N2 . )
<28 [ [ IAKIE+ Y (At + A
0 =1 j=1
T N ) N3 ] , T Ni . _ . o _
+ 5@@/ D AP+ (1AY P+ |Ap]?)]dt + CE/ > [(ABx:(t), AP}) + (yAX, + AF p:(t), AX]) ] dt
0 =1 j=1 0 =1

T N2
+CIE:/O > [(ABL (), Ayl) + (vAT] + AF (1), Azl) + (—1)AB, (t), Apl) + (YA, — AF,, (1), Arf)] dt.
Jj=1
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We also have, from Lemma 3.2,

ZIE (AXE, APL)] +ZE [(Axh, Ayg) + (=1) A, Ap))]

i=1 j=1

N, N2
> (ov+ (1= )E[D _IAXL + ) (|Azh|* + |Arg[*)]

i=1 j=1
Nl . . ) N2 I . . — . .
+CED (AGp: — AX 7, AXG) + Y ((AGys — AT, Axdy) + (AGy, + AF, (—1)Ar)].
i=1 j=1

Put 7. := min(1,~), which satisfies 0 < 7. < oy + (1 — ), then the above two inequalities yield

Ny No ) ) T N1 ] No ) )
B[S AN+ S (AT + Ark)] + 2k [ (318X + 3 (v + Aro)a
i—1 j=1 i—1 j=1

T N1

T N1 . o .
< 6,CE / Z |AP}? + Z Ayl |? + |Ap][*)]dt + CE / > [(ABx:(t), AP}) + (yAX, + AF p:(t), AX}) ] dt
0 =1

No
+eE [ * S AT (0, Aud) + (8T + ATy (1), Acd) + (~1)AT (0 A + AT, — AT (2), Ar)]dr

Nl : . N2 P . . —_ . .
— (B (AGpi — AXp, AXE) + Y ((AGy — ATy, Ax)) + (AGy + AT, (—1)Ard)].
i=1 j=1

We now expand the right hand side by using Lipschitz continuity of functions, Lemma 3.1 and Cauchy-
Schwarz inequality. By choosing ¢ small enough to absorb the terms (JAX|?,|Az|?, |Ar|?) into the
left hand side, we obtain

Ny N2 T Ni
B[ [AX52 + S (1Azh? + |ar2)] / mezmz (AP + | A 2] dt
=1 j=1
T N1
< @+ a0E [ (S IARE + 3 8P + a0
0 =1 j=1

N, | N, (3.20)
+CCEY AKX + ) (1AZ] ) + A7)

i=1 j=1
T N1 . . N2 ] , ) 4
+ CCE/ D UAXLE + AP + ) (AT + |AT? + |AG [ + |Ap][*)] dt.
0 =1 j=1

Here, the constant C' depends only on L and the convexity parameters such as v, A. In particular, C
and the ¢ used in the above transformation are independent of ¢ and the population sizes.

Second step: We need to get estimates on the backward components (|AP|?, |Ay|?, |Ap|?) in the right
hand side of (3.20). In addition to (,%), let us now treat (X, z,r) as well as (X, #,7) as exogenous
input processes. We consider (P, y, p) as the solution to the BSDEs in (3.19) with the input processes
(u, X, x,r), and (P, Y, ) with (1, X, %, 7), respectively. We can then apply the standard stability result
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for Lipschitz BSDEs (see, for example, [56, Theorem 4.4.4] or [49, Theorem 5.21]) to obtain

T N1 Ny ) _
B [ (3 18R+ 380l + 1)t
i=1 j=1
Ny N ) ) T M N3 . .
< CE]D |AXLP + > (|Az)? + |Arg )] +C]E/ DTIAXP + > (1A + [Ar]?)] dt
i=1 j=1 0 =1 j=1
M ; No . .
+COED AR + > (AT, + | AT, )]
=1 j=1
T Nl L ; N2 . . . .
+ CC]E/ D _AXLE + AP, + Y (AT + |AT* + |G + |Ap] )] dt,
0 =1 =1

where C' depends also on 7" in addition to the Lipschitz constants. This result combined with (3.20)
then implies

Ny Ny T N N ] ) ) .
E[>IAXEE + 3 (1A + |Ar%2) + / (D UAXI2 + AP + (180t + |Ar] 2 + [ Ayl + |Ap )] dt]
i=1 j=1 i=1 j=1
T Ni Ny ) _
< (¢4 6)CE / S IARE+ S (A + [ap )] dt
0 =1 j=1
Nl ; N2 . .
+CCED_IAX L + (AT, + | AT )]
i=1 j=1
T Ni . . No ) . . .
+<CE/ D AKX +AP?) + > (IAT P + |AF | + |AF* + |Ap][*)] dt.
0 =1 j=1

(3.21)

Choose 6" < 60" so that C6f < 1. Then, for any d, = N1/Ny < 67, there exists ¢ > 0 sufficiently
small so that

¢C

(C+6,)C <1, and T-CroC

<1
For such a (, the inequality (3.21) implies that the map @ +— wu is a contraction with respect to the

norm E[|ur|? + fOT \ut|2dt]%. By a simple application of Burkholder-Davis-Gundy (BDG) inequality,
one can also show that it is a contraction map in the space S?(F; R")2N1+4Nz, O]

By Theorems 3.3 and 3.4, (@ = gi(t,ut),i = 1,..., N1)sepo,r) and (wt(yt,gt))te[oj] defined by
the solution u of (3.16) give the unique optimal solution to (3.10) and the associated equilibrium
price process, respectively. As one can see from the form of wy(-, ), the cooperative agents gain more
market power, i.e. larger price impacts, as their relative population size §, grows. If the power is too
strong, it may allow the cooperative agents to make arbitrary amount of profit by some sort of price
manipulation. In fact, in the literature on the optimal trade executions, it has been known that large
price impacts may cause a so-called “hot-potato” problem of strongly oscillating sale and purchase.
(See, for example, Schied & Zhang (2017) [52].) It seems that this is one of the economic reasons why
we need a small &, for the well-posedness.

Since (3.16) has a strong unique F-adapted solution, Yamada-Watanabe Theorem for FBSDEs [14,
Theorem 1.33] implies that there exists a some measurable function ® satisfying

((X,L7 Pi){iil,...,N1}7 (l‘], yj7pj7rj){j:1,..‘,N2}) = ¢(W0a (527 Wi){iil,‘..,Nl]w (77]7 Bj){jil,m,Ng})'
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By the symmetry in the interactions of the agents (see the last statement of Lemma 3.1) with
the form of empirical means, as well as the symmetry in their heterogeneities as mentioned in Re-
marks 3.1 and 3.6, the function ® does not depend on the order of indexes ¢ and j. Hence, due to
the i.i.d. property of (&, Wi){z‘:l,...,Nl} and (17, Bj){j:l,...,NQ}a we can see that the joint distributions
of (Xi,Pi,fi,c",g",Wi){i:L“_,Nl} as well as (27,37, p? v 0, cj,Bj){j:Lm’NQ} are invariant under the
permutation of their indexes respectively. In other words, they are the exchangeable random vari-
ables. Since W is independent from the other inputs, the exchangeability also holds F°-conditionally.
Moreover, the permutation of (xj,yj,pj,rj,nj,cj,Bj){j:Lm’NQ} does not affect the distribution of

(Xi,Pi,fi,ci,B\i, Wi){i:l,...,Nl} and vice versa.

4 Mean-field equilibrium

4.1 Notations and preliminary remarks

Before setting up the mean-field model, let us introduce some notations to be used in this section. Since
we will single out an arbitrarily chosen pair of representative agents (i, j) from the two populations,
and the other agents are to be decoupled, it is useful to work on smaller probability spaces.

. (ﬁ F, ) is a probablhty space defined by the product Q := = 0" x 0 with (F,P) the completion of
(f ! ®F ’], B ''® P> ) F := (Fi)i>0 denotes the complete and right-continuous augmentation of
F @ F )iz,

. (Q F,IP) is a probability space defined by the product Q := = Q% x Q with (F,P) the completion of
(F'®F, PP®P). F := (F)i>0 denotes the complete and rlght continuous augmentation of (Fp @ F)¢>o-
Here, (Q°, F°,P%) with FO is defined in the same way as in Section 2.

E[-] denotes the expectation with respect to P, and w = (w®, @) with w® € QY and w € Q a generic

element of Q. Recall that FO denotes the filtration generated by the common noise W°. We also need
the following;:

o (QLF FLi PL ’) isa probablhty space defined by the product Q% := Q° x 1 with (FLi PLY) the comple-
tion of (]—" 0 QF " PP oP"). Fli: = (F"")¢>0 denotes the complete and right-continuous augmentation of
(F? ®.7: Veso. (9224, ]-"2’j IP’QJ) with F2J = (]_-2,j)t20 is defined similarly as above with (ﬁl’i,?l’i,ﬁl’i)
and F* replaced by (Q T @ 7y and F .

Let us give some remarks on the properties of F°-conditional distributions and expectations. By
[14, Lemma 2.4], it is shown that for any R"-valued random variable X on (Q,F,P), X (w°,-) is a
random variable on (Q, F,P) for P’-a.e. w® € Q°. In particular, by assigning an arbitrary P(R") value
for the exceptional set, the map defined by w® — L£(X)(w) := L(X (w?,-)) becomes a P(R™)-valued
random variable on (Q°, F0,P%), and £°(X) provides the conditional law of X given F°. Moreover, if
X = (X3)s>0 is a stochastic process in S?(F; R") then [14, Lemma 2.5] shows that we can find a version
of (£%(X}))i>0 such that the process (L£°(X;))i>o is F0-adapted and has continuous paths in Py (R™).
We denote by E°[-] the F -conditional expectation, or equivalently the integration over 2 by P. For
any integrable F-adapted process X = (X;);>0, we have EV[X;](w°) = E[X;(«?, )] = E[X{|F)(w°) =
E[X;| F°)(w?) since o(W? — W), s >t is independent of o(X;). In [14, Section 4.3.1], it is shown that
we can find a version of (E°[Xy]);>o which is F-progressively measurable by modifying dt @ dP’-null
set when the process X = (X;)i>0 is F-progressively measurable. In the remainder, we always use
such a version.

As we have discussed in Subsection 3.2.1, we need to lift a function on probability measures to
that on L2-random variables to define the L-derivative. To do this, we need another probability space.
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. (5, .%, ﬁ) is a copy of the probability space (Q,F,P). For any random variable X on Q = Q° x Q, the

symbol X is used to denote a random variable deﬁned as a copy of X on the space Q= Q0 x Q. We also
use the abbreviations such as, f{(t,-) :== fi(t,-,?,¢!) and gi() := g1 (-, &%, ) to ease the notations.

In particular, conditionally on F (1 e. for each w® € QY PY-a.e.), X and X are independent and have
the same distribution £°(X) = £°(X). The correspondmg expectations E[- ] and E°[] are defined in the
same way as E[-] and E°[-], respectively. When we need to put both X and X on the common space, we

always assume that they are extended naturally to the space 09 % Q x Q and still use the same symbols.
We have EE[] = EE°[-] = EE°[]. In particular, if F : R® x R" — R is a measurable function such that
F(X,X) is integrable, then Fubini’s theorem implies EE°[F(X, X)] = EE°[F(X, X)]. Throughout

this section, we work under Assumptions 3.2-3.3.

4.2 Mean-field problem

Firstly, let us provide a formal derivation of the corresponding mean field problem. To do so, it is
beneficial for us to recall the famous result of De Finetti’s theory of exchangeable sequence of random
variables:

Theorem 4.1 ([14][Theorem 2.1]). For any exchangeable sequence of random variables (X, )n>1 with
E[|X1]] < oo, it holds, P-a.s.,

R
JLH;OR;Xi = E[X1|Foo],

where Foo is the tail o-field Foo = (1,51 0{ Xk, k > n}.

Suppose that (y7) j=1,...N, and (X ) ﬂi)izl’w ~, are exchangeable sequences of random variables respec-
tively. If we take Nj, Ny — oo with d, := N1 /Na kept fixed, then we expect to have, from Theorem 4.1
with Fs replaced by F°,

@i(ye, Br) == —ma(ye) + Snhymy (B) — —E°[y] + 6. \yE°[B}] P-as. as Ny, Ny — oc.

It is also natural to suppose

Ny
V= 25X1—>£0(Xt)]P’—as as N; — 00.

Considering the exchangeability of the solution to the system of equations (3.16) as discussed at
the end of Section 3.2.3, the above observation motivates us to study the following problem: Solve

inf Ji(8Y), 4.1
o8 Ji(B) (4.1)
with the cost functional defined by

Fi(6) = / P X, L0, ] B1), Bt + g (X, £2(X3)].
under the dynamic constraints:
X = (B + pr(Ome(yl, B1) + (1) dt + oy (1) AW + o ()W,
o] = (—No(y] +mi(yl, BY) + pa(O)melyl, B1) + B(1)dt + 03° (1) dWY + ob(t)d B, (4.2)
dyl = —(0ufh(t, ) — bymy (yl, B))dt + 2 AW + 217 dB] |

with the boundary conditions; X} = ¢, JJO =1’ and yT = 8I92(1:T) Here, AY := H?(F1%; Ay) is the
space of admissible controls, and (-, ) is defined by

mi(y, B) = —E°ly] + 6. \E[]. (4.3)
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In this problem, we have chosen a pair (i,j) as the representative agents from the two populations
and they are kept fixed throughout this section. The rigorous discussions on the relation between this
problem with the finite-agent equilibrium discussed in the previous sections will be the topic in the
next section.

Remark 4.1. Let Assumptions 3.2-3.3 hold. Then, for a given B¢ € Al there exists a unique solution
2l ) € S2(F?J;R™) of (4.2). This can be shown by the Peng-Wu’s continuation method in a completely

parallel manner to Theorem 3.2. In fact, this is a special situation handled in [27, Theorem 4.2].
Therefore, for each ° € AL, the state processes (X', x7,y7) € S2(FL4 R™) x (S2(F?7;R"™))? are defined
uniquely.

Remark 4.2. Note that, the symmetric interaction contained in wy(-,-) as the empirical means does
not exist in m(-,-) anymore. This induces a decoupling among the agents, which can also be observed
in the information structure. Since X' is adapted to FY, the representatwe agent i cares only about

the common information FO and her own idiosyncratic mforma,twn I (see the definition of Al given
above). The same observation also holds for the agent j of the second population. In fact, the optimal

control of the agent j is now given by & at = —A (yt + Trt(yt ,B1)), which is adapted to FO @ F 8

The involvement of E°[3{]-term in the cost function makes our problem the conditional extended
mean-field control [1]. For this type of problem, it is convenient to work on the lifted Hamiltonian #H
defined on the L?-space. We define the map H : [0, 7] x L2(FMRY) x (L? (.7-"3], R™))? x L2(F R™) x
(L2(}- 7, ;R™))? x Lz(}—“ A1) 2 (¢, Xt,xt,yt,Pt,pi,ri,Bti) = W1t X, yl Pyl BY) € R by

H(t,X§7w{7y{,Pf,p{Jf,ﬁé)
- ]E[(Pf,ﬂf + o1 (W) me(yl, B1) + 1) + Fi(t, X1, L0(X]), mi(wi, BY), BY) (4.4)
+ 6 { pt7 - (yt =+ Trt(yzﬁﬁt)) + pQ(t)Wt(yg7BtZ) + l;(t» + <’I"g, _31?;(75,33?) + btﬂ-t(ygv ﬁz»}:la

where 8, := 1/8, = Na/Ni. The dependence on the conditional distribution £°(X7) as well as the
conditional expectations (E°[y/], E°[3{]) in m(-,-) is treated as a function on the random variables X}
and (yf , B1), respectively. Since there is no information about the size of populations in the dynamics
(4.2), it must be given by hand to the Hamiltonian H using the coefficient §,. The way in which #
depends on d, may be guessed from H in (3.12). As before, with slight abuse of notation, we write
the lifted Hamiltonian as H(t, X}, z},y], P}, pl,r], m, 3) when we treat m € L?(F_;R") as a separate
argument. o o
For each u; := (X}, z},y!, P}, pl,r]), we want to find the minimizer:

Bi(t, up) == argmin(H(t, XJ,al, yl, Pi,pl,r], Bi): B € LA(F1' A)).

The optimization problem in a Hilbert space has been well studied and we can follow the standard
technique using the weak sequential lower-semicontinuity. See, for example, [47] and a brief monograph
[50]. Below, we often use the following results on Frechet derivatives of H: with m; := m(y], 5) and
pe = LO(XF),

DgiH(t, ue, B) = 05 H(t, ue, w1, By) + Su NE [0, H(E, ug, e, B)]

= Pti + 35ff(t7XZ,ut,7rt,ﬂf) + 5nAtEO[8wff(t,Xti,ut,wt,ﬂti)]
+ Sup1 () AE[P] + (=T + po () A)E [p}] + b AE 1],

DX'iH(tautvﬁt) o fl(t XZ?/“Ltaﬂ-ta/Bt) "’EO[ ufl(t Xf,ut,mﬁt)( )] (4.5)

DasH(t,ur, By) = Ons H(t, us, ) = *Cf(t)rga

Dy H(t, ug, B}) = —0ulip] — B[O H(t, ue, i, B)]

= —E%[0w fi(t, X{, s e, )] = pr(E° [P{] + 8n (A (E[p]] — p7) — p2()E[p]] — bE"[1]]).
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Lemma 4.1. Under Assumptions 3.2-3.3, for each t € [0,T] and a given set of adjoint variables
(Piplrl) e ]LQ(]-}1 LR x (L2(FPR™))2, the lifted Hamiltonian H defined by (4.4) is jointly con-
ver in (X}, z),yl, Bi) € L2(FRY) x (L2(FP7;R™)? x L2(F'; Ar) and strictly so in (X}, BY).
partzcular for any t € [0,T] and input uy := (Xt,xt,yt,Pt,pt,rt) there exists a unique minimizer
ﬁt = B’(t uy) € ILQ(]:t“ A1) that satisfies the following linear growth and the Lipschitz continuity
properties:

E[| (¢ u) ] < CE[1+ |XI2 + P2 + [EOl]12 + B[] + B[] + 1512 + P,

E[|B(t, ur) — B (¢, d)?] < CE[1X] = X + [P = Bl + [E°lyf — ]2 + |E°[pd — 1% + B[] — 4)2).

where Uy == (X}, %],9], P{,pl,7) is another input and C is some positive constant independent of &y.

Proof. Firstly, we check the relevant convexity of . For a given set of adjoint variables (Pt , pt , rt) let
us consider two arbitrary inputs (X7, z],v)), (X, ,940) e Lz(}'tl o R”) x (L2(FH; R”)) and 3, Bt
]LZ(]-"tl’Z; Ay). For notational simplicity, we put u; := (X7, 7 . yl, P, pt , rt) and 0 := (X7, £, yt , Ptz,pi, ri)
pe = LOXY), fiy = L (Xt) Tt = Wt(ymﬁt) T = Wt(ytaﬁt) AX} = Xt X{,AB} = Bt Bt and
Amy = 7ty — mp = —EO[Ay!] + 6,A4E°[ABY], etc. Then, the Frechet derivatives (4.5), Assumption 3.3
(iv) and Fubini’s theorem yield

H(t e, B}) — H(t,ur, BY) — E[(DxH(t, ue, B}), AX]) + (Doy H(t, ur, B), Ax)
+ (D H(t u, BY), Ayl ) + (D H (L u, B;), AB)]

=B[f{(t, X}, fiu 0, B) = FL(6 X g 00 BY) = EOLOWSL (6, X e, e, B)(X), AXY)] (4.6)
— (Du f1(t, X, ey e, ), AXT) — (B[O f1 (8, X, ey e, 7)), Ame) — (9 f1 (8 X, pray e, 1), ABE)]
> TERIAXIP + A8 + AolAmf?].

This gives the desired convexity. Since the map 3{ — H(t,us, 5) is coercive due to its strict Ag-
convexity, we can restrict its minimization on the set K := {8} € L2 (Ftl’i; A1), |82 < M} for some
constant M > 0. Since our probability spaces are assumed to be the completion of those countably
generated, it is known that H := LQ(ftl’Z; R™) is a separable Hilbert space. Since K is a bounded and
closed convex subset of H, K is weakly sequentially compact by [47, Proposition 2.6]. Since the map
BE s H(t,us, BY) is strongly continuous and convex, it is also weakly sequentially lower semicontinuous
by [47, Lemma 2.7]. Therefore, by [47, Theorem 3.1], there exists a minimizer BZ(t uy) of the map,
which is unique by the strict convexity.

The latter claims can be proved similarly to those in Lemma 3.1. Let us fix 8° € IL,Q(]-}1 " Ay)
arbitrarily, and denote by Bt = B (t,ug), At' = fi (t, 1) € LQ(]:t“ A;) the unique minimizers of
H(t,u, -) and H(t, 4y, -), respectively. Here, us := (Xg,xt,yt,Pt,pg,'rt) and 43 := (Xt,:vt,yt,PZ,]ii,fi)
are two arbitrary inputs. Using the convexity (4.6) and the optimality condition, we can show that
the following inequalities hold:

ASB(5; - B2 <E[(8° - Bi. D (ke 8],
MNE[By" — Bi2) <E[(By" — Bl, DgiH(t, us, By') — DgiH(t, tis, By))].

Yong’s equality and Lipschitz continuity from Assumption 3.3 (iii) then give the desired result. O
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The system of state and adjoint equations for the problem (4.1) is given as follows:

dX] = (B} + p1(Omi(yl, B}) + () dt + o} (1) AW, + o (£) AW,

dw] = (= Koyl +mi(yl, BD) + p2(t)me(yi, BY) + B (1)) dt + 03 (£)dW) + o} (t)d B},

dy! = — (0, f(t, 2) — bymy (v, B))dt + 22°dWP + 27 dB?

dPtl = _{8ﬂﬂfli(t7 Xtiv ‘CO(XZ)’ ﬂt(yga B\Z)a B\Z) + Eo[aufli(t) )}tza ﬁo(Xti)7 Wt(yf’ B\Z)a AZ)(XZ)] }dt (4.7)
+ QWY + QyTdWy,

dp} = c(tyrldt + ¢l *dW? + ¢l7 dB],

dr] = —{&(E°[p]] — p!) — p2(t)E°[p]] — b,E°[r7]
- 5np1 (t)EO[PtZ] - 6HEO[8wflz(ta X;a ‘CO(th)7 Wt(ygv 62)7 BZ)] }dta

with boundary conditions: Xg = ¢, 1% =1, 7"6 =0 and
v = 0ugb(2h), P = 0ugi (Xh, L2(X])) + E°[0,50 (X7, LYXD) (X)), phr = —c)r).

Here, Vt € [0,T], B; = @(t, ut) is the minimizer of H(t,uy, ) with w = (X,f,a:i,yg,Pf,pz,rz). The
next theorem gives a mean-field counterpart of Theorem 3.3.

Remark 4.3. Using (4.5), one can check that the drift terms of the adjoint processes (P, pl,17) are
given by —DxiH(t,us, B1), —6uD i H(t,us, BY) and —§, WDy H(t, g, BY), respectively.

Theorem 4.2. Let Assumptions 3.2-3.8 be in force. Suppose that there exists a unique square inte-
grable solution to the system of equations L4 ) with (X, 27,97, Pt pl rd) € SQ(IE"1 it R")XSQ(]FQ’J R™)2 x
S?2(FL4; R™) x S?(F27; ]R”) with Bt := [B'(t,u¢) the minimizer of H(t, X;,xt,yt,Pt,pi,rt, -) for dt-
a.e. t €10,T]. Then, ﬁt,t € [0,T] is the unique optimal solution to (4.1).

Proof. Let u := (X%, 27,47, P!, p?,77) be the solution to (4.7) with B}/ = Bi(t,ut) the minimizer of
H(t,u, ), dt-a.e. We denote by (X’, #7,17) the sate processes corresponding to another control ﬁl € Ail
and set 4 = (X",a'ﬁj,gjj,P",pj,rj). We put ,ut = /JO(Xt) Mt = EO(Xt) T = ﬂt(y;,@) fry =
Trt(y'g,ﬂ’,f), AXP = XI — X, Ax{ = wi -z, AB! Bt ,Bt and Am = 7#; — m, etc. From
Assumption 3.3 (v), Fubini’s theorem and the equality (pT, Azl) + (rT, AyT> = 0, we obtain

E[g} (X%, fit) — 64 (X5, pr)] = E[(Ph, AXD) + 80 ((ph, Axd) + (1., Ayf))] .

Thus, an application of It6-formula and the optimality condition E[(DgiH (¢, us, B@), ABY] = 0 dt-a.e.
yield

THE) = TiF) = [ [t B) = w0 )~ (DM 1,5 AXE) + (Dot s, ). A
+ <Dng(t, Ut, 32)7 Ayg> + <DﬁLH(t7 U, 32)7 A/B:>]:| dt

>

DO =

T
/ E[v]|AXE? + A ABI? + Ao | ATy ] dt
0
which proves the claim. ]

4.3 Existence of mean-field equilibrium

By Theorem 4.2, it only remains to show the existence of a solution to the FBSDE (4.7) of conditional
McKean-Vlasov type. Thanks to the similarity in the form of equations, we can proceed in a parallel
fashion to Section 3.2.3. For each t, let us denote by u; = (X}, ], yl, P}, pt,rt) a generic element in
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]L2(.7:t17i; R™) x (LQ(ftZ’j; R™))? x ]L,Q(}“tl’i; R™) x (]L,Q(]-"tz’j; R™))2. As we have done before, we introduce
the following maps:

Bx(t, ut) = Btz + pl(t>ﬂ-t<yg’3§) + li(t)v

By (t,us) == —Ra(y! + iyl BY) + p2(O)me(yi, Bi) + (1),

Byi(t,up) i= —{A(E[p]] = 1) — pa(O)E[p]) — bE[r]] — Supr (H)E°[F]

= SuE O f1 (1, X} e e (], B, B
Fpi(tur) = —{0ufi (6, X, oy mily], B). BY) + B0 (8, X ey ml ), B (X},
ij (ta Ut) = _aifg(ta xi) + btﬂ-t(ygv 32)7 pr (t7 ut) = C;(t)’l“g,

(4.8)

and similarly
Gpi(ur) = Bugh (X, pir) + EV0,5 (Ko ) (X3)], Gy () 1= 0ugi (@), G (ur) i= —cjrh

Here, i := L°(X}) and Bt = Bl(t uy) is the minimizer of H(¢,uy, -).

Let ug := (Xt,xt,yt,Pt,pt,rt) and U = (Xt,xt,yt,Pt,pt,rt) be two arbitrary inputs in the
space L2(FR") x (LQ(]-' 7 R")) x L2(F5RY) x (L2(FH, R"))Q. We introduce the following
abbreviations: ,ut = L9(X}), Bgl = El(t 1215) T = Wt(yt,ﬁt) fry = ﬂt(yt,ﬁzl) ff(t,ut,ﬁg) =
fit, Xt,ut,m,ﬁt) and fl(t ut,Bgl) = fi(t, Xt,ut,m,ﬂt ). We also put Auy = uy — g, AX}

X — Xg, Ayl =yl — 4], Amp = m — T, Aﬁt = Bt 2’1, AByxi(t) := Bxi(t,u;) — Bxi(t,d),
AFPZ( ) := Fpi(t,u) — Fpi(t,ds), AGpi := Gpi(ur) — Gpi(ir), etc.
Lemma 4.2. Under Assumptions 3.2-3.3, the terminal functions satisfy for any inputs (urp,dr),

E[(AGpi, AXE) 4+ 3.((AGy5, Axh) + (~1)AG,s, Ar)))] > E[V{|AXE? + 8uvd (| Axh? + | Ar[2)].

Proof. Using Fubini’s theorem, it directly follows from Assumption 3.2 (iv) and Assumption 3.3 (v).
O

Lemma 4.3. Let Assumptions 3.2-3.8 hold. Then, for any t € [0,T] and inputs (us,Uy), there exists
a positive constant 5(]]” such that, for any 6, < 5(]]” , the inequality

D(t) < </ E[JAX]]® +8u(|A] > + |Ar][*)] + 6aCE[IAF* + 6u(|Ay]|* + | Ap] )]

;o f
holds with v/ := min(%, %2) and some positive constant C' independent of 6,. Here,
D(t) := E[(ABx:(t), AP}) + 8 ((ABs (1), Ayl) + ((=1)AB (1), Ap}))]
E[(AFpi(t), AX]) + 6u((AF, (1), Ax) + (1) AF, (t), Ar]))].
Proof. From (4.5), we now have
AljtZ = DﬂiH(tvuta Ez) - DﬁiH(t7at7§£7i) - (aﬁf{(muta B\z) - 8ﬁf{(t7at7b\gl)) + (I - pQ(t)At)]EO[Apg]
— b AEC[AT]] = Gup1 () MEC[AP]] = 00 ME[0cs 1t ur, B}) — O f (8, 1, BYY)).

Using it, with simple replacement of summations to expectations, we can proceed in almost the same
way as in Lemma 3.3, hence we omit the details. O

Theorem 4.3. Let Assumptions 3.2-3.3 be in force. Then, there exists some positive constant 6M <
6 such that, for any 5, < 6M, there exists a unique square integrable solution to the FBSDE (4.7)
of McKean-Vlasov type with u = (X, 27, y7, P',p/,r7) € S}(F4;R?) x SQ(F2’] R™) x S?(F2J; R") x
S?(FL4 R™) x S?2(F?7;R") x S?(F?7;R"™). With the solution u, the process (Bt = B (t, ue))iepo,r) gives
the unique optimal solution to (4.1).
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f f . .
-, 22 4{,~9) and choose Iy, Ipi € HA(FV5R™), Iy, 1,4, L, Iy € H2(F%;R™),

Proof. We put vy := min(T, s Lyis gy Ly s Iy
and Opi € ]L2(]:%’i;R”), Oyi, 0y € ]LQ(}'%j;R") arbitrarily. For ¢ € [0,1) and ¢ € (0,1), we consider
the map from @ := (X, @, 57, P, 7, 7) € S2(FL; R") x (S2(F29; R"))? x S2(FL4; R") x (S?(F27; R"))?
to u:= (X", 27, y7, P',p?,r7) in the same space defined by
dX] = [0Bx:i(t,ue) + (Bx:i(t, W) + Ix: (t)]dt + oy ° (£)dW + o (£)dW},
da} = [0Byi(t,ue) + (Byi (t,W) + L ()] dt + 03 (£)dW + o3 (t)d B,
dr] = [0Bys(t,ue) + (B (t,) + L ()] dt,
AP} = =[(1 = 0)yX] — oFps (t,ur) + (=X} — Fpi(t,w)) + Ips (1)) dt + QWP + Qi 'dw,
dyl = — [(1- o)yxl — oF,; (t,u) + C(—y — F,i(t, ) + L (t)]dt + 20AW0 + 2 dBI
dp] = —[~(1 = 0)v1] = 0Fpi (t,ur) + C(OVF] = Fpi (8,700)) + L (D)] dt + ¢ *dW + g} dB],

(4.9)

with the boundary conditions Xo = &', z0 =7/, 19 = 0 and Ph = 0Gpi(ur) + (1 — 0) X% + (G pi (ur) —
XT) + 0pi, Yy = = 0G ;i (ur) + (1 — g)a:T + C(Gyi(ur) — zh) + 0,; and pp = 0G,(ur) — (1 — o), +
C(Gpi(ur) + TT) + 0,;. Using (4.9) (instead of (3.19)), Lemmas 4.2-4.3, Fubini’s theorem, and the

estimate on |3(t,us) — Bi(t, )| from Lemma 4.1, we can prove the claim in an almost (i.e. replacing
the summations by appropriate expectations) the same way as in the case for Theorem 3.4. 0

5 Convergence to the mean-field limit

Finally, in this section, we are going to prove that the finite-agent equilibrium given in Section 3
converges to the one in Section 4 when we take a large population limit Nj, No — oo while keeping
the ratio d, = N1 /Ny unchanged. To handle the large population limit, we make the probability space
(Q, F,P) big enough =[], Q" H 9 > to support the relevant random variables. The other
conventions are the same as in Section 2 and Subsection 4.1. Throughout this section, we work under
Assumptions 3.2-3.3 with

6n < 0, == min(0F, 6M).

so that Theorems 3.4 and 4.3 hold.

Obviously, the analysis for the mean-field model done in Section 4 is independent from the choice of
the representative agents (i, j). Thanks to the existence of unique strong solution (X¢, P, 27, y7,p/,r7) €
S?(FL4 R™)2xS?(F27; R™)* to (4.7), Yamada-Watanabe Theorem for FBSDEs (see, [14, Theorem 1.33])
indicates that there exists some measurable functions ®1, ®5 such that

(X7, P) = @y (WO, &, W), (af, 47, pf 17) = Do (WO, 1, BY)

hold, where ®, ®, are independent from the choice of (i, ) by the symmetry of the model (see, Re-
marks 3.1 and 3.6). This result implies that (X?, P?, ¢, ¢, Wl)i\ill as well as (27,97, p/, 79,7, ¢, Bj)j.vjl
are F0-conditionally i.i.d. within each group, and also that the two groups are mutually F°-conditionally
independent. Moreover, Lemma 4.1 tells that Bl is independent from xj and depends on (y/,p/,r7)
only through their F°-conditional expectations E°[]. Hence, (X1, Pt ﬂl g e VVZ)]\L1 are also FU-
conditionally i.i.d. As a result, an FO-adapted process m(y/, B1) = —E°[y/] + 6, AE°[Bi], ¢ € [0, T is
independent from the choice of (i, j), which is as expected if 7 is the market price process in the large
population limit. This also implies that (X*, P?) are independent from the choice of j in (27,47, p’, r7)
and vice versa since the two groups interact only through the price process 7. Recall that, under the
finite-agent setup in Section 3, we only have the (F°-conditional) exchangeability.

In the remainder of this section, for each (i,7) with 1 < i < Nj,1 < j < Na, let us denote by

= (X2l Y, Phpl rd) € SHEVSRY) x (SPH(F?/;R™))? x SAH(FHSR™) x (S*(F>/;R™))? the solution

(4 7), and B = (6 (t, ue))iepo,r) € A the minimizer of the lifted Hamiltonian H (¢, uy, -) in (4.4). On
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the other hand, we use the symbols with the superscript n := (N7, N2) when we describe the variables
in the finite-agent market, such as u™ := (X", 2", y", P*, p", r") € S?(F; R")2N1+4N2 apd g" ¢ AN1 with
X (Xn Z)Nllaxn = ( ,])§V217yn = (y 73)5\[217 Pn = (Pnz)ivlhpn = (p ’j)§v2177m = ( ,J)§V217 and
,6’“ = (ﬁ"’z)izl. In particular, we denote by u" the solution to the system of FBSDEs (3.16) and Bt
the minimizer of Hamiltonian H (¢, u},-) in (3.12). Note that, as long as §, = Nj/Na < 4, is kept
constant, there exists some positive constant C' independent of the population sizes (N1, N2) such that
the inequality

sup E[|X[ 2 + o7 2 + [y 2+ [P + 7 2+ T 2+ B2
t€[0,7] (5.1)
FIXER A+ |22+ |yl 2+ [P+ ol + 2+ 1B < ©

holds for every ¢ and j. Here, the estimate for the first line is obtained from the standard result on
the L2-moment of the FBSDE solutions normalized by each population size using the exchangeability,
and Lemma 3.1. The one for the second line is obvious from the FY-conditional i.i.d. property and
Lemma 4.1.

What we are going to do is the comparison of the two cost functionals:

Ji(B") =E / XDy, B, B+ gh (X7 v
and

x71(ﬁz / f1 (t, Xta,utaﬁt(yt,ﬁt) Bt)dt"’_gl(XT?MT)}

where v\ = N% >N i and iy == £9(X}) = £°(X}). Note that both Ji(3") and Ji(B%) are
independent from the ch01ce of i due to the exchangeability. Let us first provide two lemmas concerning

the FO-conditional i.i.d. property of the mean-field solutions.

Lemma 5.1. Let Assumptions 3.2-8.8 be in force and the ratio §, < O, be kept fized. Set ,uiNl =
]\1[1 Z 51/1“/“ = L0 (wt) = ]\1,2 E 10 o and vy = LO(p}), where 1} stands for either X} or
P}, and @] for either xt,yt ,pg, or ri Then there exist some sequence (en)N>1 converging to zero as

N — oo such that

sup B[Wa(ui' pe)®] <eny,  sup E[Wa(rf?,14)°] < en,.
te[0,T) te[0,T]

Moreover, there exists some positive constant C independent of the population sizes that satisfies

sup E[|mi(y,) —E°[]7] < ON;', o sup Ef|ma(e,) — E°[p][*] < ONy!

t€[0,T] te[0,7]
In the latter claim, ! can also stand for B; and wali(t,Xf,EO(th),m(ytl,@l), A;) in addition to
(X, PY.
Proof. The first claim follows from Lemma [28, Lemma 4.1]. Let us prove the second claim. Since
(¢%);i>1 are F'-conditionally i.i.d., the ladder property of the conditional expectation yields

1

Efjms (¢0) ~ E°W]7] = B[l - D_(wi — B°Ri))|] NQZEM E%[y;]1%].

i=1

Since supyepo,7) E[|wf — E°[i]?] < 28UPyeqo, 7] E[|1}|?] < C, the conclusion follows. Note also that
Bg‘, O f1(t, XZ,EO(X}),Wt(y},@),gf),i > 1 are also FY-conditionally i.i.d. Hence, from the growth
property in Lemma 4.1, the same estimate holds. The proof for ¢ is the same. O
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Remark 5.1. Under some additional integrability conditions, the dependence of e on the population
size N is known to be available in a more explicit form. For details, see [13, Theorem 5.8].

Lemma 5.2. Let Assumptions 3.2-3.3 be in force and the ratio 6, < Jx be kept fived. Let us set

pe = LO(X}), B\i = Ei(t,ut) and m = (Yt Etl),t € [0,T]. Then, there exists some positive constant
C independent of the population sizes that satisfies

ts[‘(l)pT]]E | Zaﬂfl (t Xta#t,ﬁt’ﬂt)( ) ]Eo[a f1(t thauf»ﬁtaﬂt)( )HQ] < CNl_lv and
€

N1
L i i ~i (v 2 _
]EHE Zaltglf(X%vﬂT)(XT) - ]Eo[angl(XTaHT)(XT)| ] <CN; L
k=1

Proof. Let us first proves the second one. Recall that the notations gi(-) := g¢i1(+,c%, ) and also

(
that X' and ¢ are the copies of X? and ¢ defined on the space Q20 x O (see, Section 4.1.). Since
(X4, E)i>1, (XY, ¢Y)i>1 are FP-conditionally i.i.d., we have
E010,1 (X, ) (X0)] = E* 10,0 (X, ) 0)]],_ g, = B0 (X5, ) (X (X))

for any j # i. Therefore,

Ny
E[|NTYS " 0,08 (Xh, 1) (X5) — E2[0,84 (X, i) (X)) |°]
k=1

Ny
= E[[N7" Y (Ough (X 1) (X7) = E°10,9] (X5, ) (X3 |0 (X7)] )]
k=1

Ny
— i i i 2
< E[INT 3 (008 (XK i) (X)) — B[00 (X, ) (X3 | (1) )]
ki
— i(vi i T8¢ i NG
+ 2N, 2EH811«91(XTaMT)(XT) - Eo[augi (X%vMT)(XT”U(XT)” ]
Obviously, (X*,c¥);z; are OV o(X?)-conditionally i.i.d., which makes the cross terms in the first line
vanish. Hence the right hand side of the above inequality is bounded by

N

ANT2 Y E[|0u08 (X5, 1) (X5) — B[00 (X, pr) (X5 o (X0)]| 7] < ONTY,
k=1

where we have used the linear growth property Ougi. The first inequality can be proved in the same
way from the F-conditional i.i.d. property of (X, 3%, ci)f\lzl1 and the growth property of 3i(t,-) in
Lemma 4.1. U

Let us define the variable ey, by

1 1
EN, = max(N1 2, sup E[Wz(uivlwt)z] 2) (5.2)
te[0,T]

with g == £0(X}) and p" = ]\1,1 PR x;- The following result is an extension of [12, Theorem 6.1]
to our FC-conditional extended mean- ﬁeld type control problem.

Proposition 5.1. Let Assumptions 3.2-3.3 be in force and the ratio 6, < 04 be kept fired. Then there
exists some positive constant C' independent of the population sizes that satisfies, for any 1 < i < N,

T . f
s iR ’Y Vi i A8 (% g 7 Aw o 2
Ji(BY) = Ji(B) = E/O (X = X2+ Z2BY = Bl + S BY) — mulud, B at
i1 i
+ ?WEUX%Z — X%i?] - Cep,.
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Proof. We have Ji(B") — Ji(B") = Vi + V§ with

‘/12 = ]E|:<X;“71 - X’;"7P%> + / [f{(tath’ thNlawt(yzlvﬂ?% :7 ) - f{(t7XZ:ﬂt7ﬂt(yg7BZ)vﬁZ)]dt:| ’
0
Vi = E[gl (X3, i) = g1 (Xh, ir) — (X3 = X5, 000} (X, i) + B (0,3 (K, ) (X2)]) .
By exchangeability, the values of Vi and VJ are independent from the choice of i. For notional ease,

let us put AXti = X:’Z — XZ, A,Bg = ﬁ:’z — Bz, wy = w(yf, BF), T = ﬂ't(ytl,ﬁtl) = Wt(yg,ﬁ,f) and
Awt = Wt — T, etc.

First step: Estimate on VJ
Let us separate the terms in V4 as follows: Vi = ‘/2"71 - VQZ"Q - Vzi’3 where

Vy, =E[g} (X} vpt) — g (X, pr)] s

Vi = E[{AXT, 0ugi (X7, 7)), Vg == E[(AX], E°[0,91 (X, pr) (X7)])].
By local Lipschitz continuity in Assumption 3.3 (ii), (5.1) and Cauchy-Schwarz inequality, we have

Vax 2 B[ (X7 vp") = g1 (Xp, )] = CE[(1+ [ X0 | + Ma(pr) + Ma(up') + |¢4] + | ) Walpr, up)]
> E[gi (X7",vp") = 01 (X, 1)) — Cen,.
From Assumption 3.3 (iii), similar calculations give
Vs SE[(AXT, 0,01 (X7, 7' )] + Cew,.-

Using Lemma 5.2 and Assumption 3.3 (iii), we get

N;
1
Vis SE[(AXE, 5 > 0.0t (X YO(XE)] + Cen.

Note that the value of Vzi’3 is independent from ¢. From the same technique used in (3.15), we have

Ny

Vs = N, Z 23 < N? z (AXF, 0,97 (X7, up " )(X7))] + Cen,
ik=1

*ZEEQ (AXT, 0,97 (X7, np' )(X7))] + Cen, = BE’ [{(AXT, 0,91 (X7, p7 ) (X7))] + Cen,.

Combined the above estimates, we obtain, from Assumption 3.3 (v),

Vi > Elgi (X3, vpt) — g1 (X, 1)
- <AXT78x9i(X%aM¥1)> E9[<AXT78H91(XT7 )(XT)>]] — Cen, (5.3)

> llQ]EUAXi ] = Ce
= 2 T Nl'

Second step: Estimate on VY
Since (Aa%, plr) + (Ay, %) = 0 for any j, we have

Vi = E[(AX P) + 8u((Ah ) + (A r3)) + / 8 X N oy B Fi (6 X e, B
0
> E[(AXE, PE) + Sa((ATh,1F) + (Ayh, 1)
T
+ / it X0 0N o B — Fi(t, X e, w0, BY) — (ABE DgsH(t, we, B dt
0
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Here, in the second line, we have set u; := (X7, a:t , yt , P} pt , rt) and used the optimality condition on
Bt = ﬁ’(t, ug) for H(t, uq,-). Direct calculation of the right hand side using the expression of DgiH(-)
in (4.5) shows that Vi >V, + V{, with

T
‘/1171 = IE/ |:f]l_(t,X:,17VtIV17wt7/6?7z) - f{(t7thaut77Ttaﬁz) - <Aﬁ;§aaﬂf{(taXZ7Mta7Tt7ﬁZ)>
0

- <AXZaaa:ff(ta Xzaﬂtaﬂtvgz) +Eo[auﬁ(tvXZ?NtvﬂtaBg)(Xg)D
- <E0[awf1i(taX;v”taﬁtvgti)L —Ayf =+ 5nAtABZ>:|dt

Vi, = / ()P}, M) + (o1 (DE°[PS], Ayl — SuAABE)

Ou (=8 + p2(0))pf, Awr) + (=i + p2()E°[p]), Ayl — 50N ABY))
+ Sn(<btrt,Awt> + (B[], Ayl — 5uAABY) |t

e Analysis for Vﬁ2
For the first line, from the (F°-conditional) exchangeability of (P?), (Ay’) and (A@), we have

E[{p1 (1)}, Awy) + (o1 (VE[P]], Ayl — 5 AT

= E[(p1(t)(P — E°[P{]), Ay) + (o1 (OE’[Pf), Ay + Ayl — 6.0, AB7)]

= E[{p1(t)(m1(P) = E°[P]), Awy) + (o1 (DE°[P}], Acoy + ma(Agy) — Sahemy (A5))].
Here, the second term is zero since

E°[Aw; + ma(Ayy) — Suimy (ABy)] 54)

= E%[~my(y}') + E%[y;] + 0 At(ml(ﬁ ) — Eo[ﬂt]) +ma(Ay) — 5nAtm1(A§t)] = 0.

Applying Lemma 5.1 and Cauchy-Schwarz inequality to the first term, we obtain,
E[(or (t) P}, Awy) + (pr (DE°[P], Ayl — 0, MAB)] > —C/v/Ny > —Ceen,.

By the same technique and (5.4), the second and third lines can be estimated as

E[((=As + p2(8))p, Ar) + (=Ko + po (1)) E°p]], Ayl — 3aAeAB])]

+E[(brr!, M) + (0E[r], Ayl — uMeAB)]
= E[((—As + p2(t) (ma(pe) — E°[p]]), Awwy) + (—As + p2 () E°[p]], Aoy + ma(Ays) — SaAimy (AS))]
E[(be(ma(r) — E°[r]]), Awy) + (E[r]], Ao, + ma(Ag,) — Sahimi (AB)))]

> —C/y/Na > —Cep,.

Since every estimate is uniform in ¢ € [0,7] by (5.1), we get
Vig > —Cen,. (5.5)

e Analysis for Vf’l
From (5.1) and the (local) Lipschitz continuity, it is easy to see, for the first line,

E[fi(t, X oM e, BYY) — Fi(t X e, BY) — (OB 0 fi(t, X7 e e, B))
> B X 0w, B = fit XE i e B = (ABL 0 fi(t X, i e, B))] = Cen,
Using Lemma 5.2, exchangeability and the technique in (3.15), we have
L ~ 1 & 1 X o
AN BT K BN < o DB [(AXG S0t X m BN + €IV
[ =1
= EE’ [(AXY, 8, f1(X], e, me, B (XE))] + C// Ny
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Thus, from the Lipschitz continuity of (9, f1,0,.f1), we see that the second line of Vﬁ1 satisfies
ERAtha aaLf{(tv th7 Kty T, BZ) + Eo[auﬁ(ta XVZ? Mty Tty B;)(XZ)D]
< E[<AXZ,8sz(t,XZ,M%NI,Wt,ﬁZ» + EQKAXtev8#ff(XZnu£V177rtaﬂti)(XtQ»]] + CENI'
Lastly, the third line of Vf’l can be estimated as
E[<EO[ mufi(rf XZ’ Mty Tt B\tZ)L _Ayg + 6nAtAEz>:| = ]E[<EO[8wflz(t7 th7 Moty T, B\Z)L Awt>:|
ZE wfl tXf7Mt77Tt76t)Awt:|+C/\/Nl

[< ‘lﬂfl(thZvut 77Tt7ﬂt) Awt” +C€N1'

Here, we have used (5.4) in the first equality, Lemma 5.1 in the second line, and finally the Lipschitz
continuity of 0z f1 in the last line. Combined with (5.5), the joint convexity of f; in Assumption 3.3

(iv) gives
T
Vl2 > E/ [fll(thtn’lthNlawta :,Z) - fi(LXZhuiVl?ﬂ-t’/Bz) - <A/BZ’85f11(t’XZ’uiVl’7rt”Btl)>
0

- (AXti>afvfli(t’XtiaMiVlaﬂthti» - EGKAvaauf%(t7Xti>/‘£Vl>7rtaBZ)(XE»]

- <Awtvawf1(ta thu't aﬂ—tvﬁt»} — Cen,
T .f
7 0|2 Aw (2 A 2
> 71 = i _
_E/O [ AXiP + 2 |A5P + 22 |aw, ] dt — Cen,.
The conclusion follows from (5.3) and (5.6). O

We now consider the state process of the finite-agent market u" := (X", 2", y") € S*(F;R")™M x
(S2(F; R™))?N2 with X" := (XN 2" = (2 ’J)J 1» and y" (y”’j)j.vjl defined as the unique solution
to the system of FBSDEs: 1 <¢ < Nj,1 <5 < No,

dXP = (B} + pr(D)@e(y", Be) + 15 (1))dt + o (8)dW) + o (£)dW,
dap? = (—Ry(y + @iy}, B)) + pa By, Br) + lj(t))dt + Uj’o(t)thO + a5 (t)dBY, 5.7)
dy™ = (0, T3(t, xT) — by (y", Bo))dt + 2, ’JOdW0+Za ﬂvde’wZ PkdBy,
- k=1

with the boundary conditions; X”’i = fi,gg’j = 7/ and y%j = 8xgz(azT’J) As in (3.6), we have

=AU Bt) = —ma(y") + dnAimy (ﬂt) Recall that 3¢ denotes the optimal solution to the mean-field
setup for the representative agents i in the first population and (arbitrary) j in the second population,
which is specified by the solution of (4.7). In other words, the system of equations (5.7) describes the
situation where each agent 7 in the first population behaves as if she is a representative agent and
adopts B\’ € A} = H?(F'%; A;) as an approximation for the true optimal control B“’i € Ay = H%(F; Ay).
Moreover, (z",y") describes the market clearing state process of the second population under the
given order flow B (:= (B\Z)i\[:ll) The unique existence of such a process (z",y") is guaranteed by
Theorem 3.2 as discussed in Subsection 3.1.3. Note that the (F°-conditional) exchangeability among
(X"’ﬂﬁﬂﬁﬂcﬂW%iﬁ and (z"™/ Y mi o, BJ) 1 holds in this case, too. The cost functional for the
member ¢ in the first population under this Setup is given by

T . ~ N
= ]E[/O F X5 iy, Be), Bdt + gi (X5 v ; 1)},

Ny . 1 Ny
where v, = g >0 (5an

The following proof is inspired by the monotonicity technique used in [28, Theorem 4.2].
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Proposition 5.2. Let Assumptions 3.2-3.8 be in force and the ratio &, < 04 be kept fixed. Then there
exists some positive constant C' independent of the population sizes that satisfies, for any 1 < i < N,

|7{(B) = Fi(B)| < Cen,,
where e, is defined by (5.2).
Proof. Let us denote by u" := (X", 2", y") and u := (X*,27,y7) the unique solution to (5.7) and (4.7),
respectively. For given processes u", u and 3, we just put
By:(t,uf) = Bj + pr(t)we(y, B) + 15 (1),
o (tuf) o= =A™ + @y, Br)) + p2()me (U, Br) + (1),

s

Fyi(tuf) i= =0, fa(t,z) + btwt(ﬂ;vﬁt)v Gyi(uy) = 29527,

and also (Byi(t, ug), By (t,ug), Fji(t, ug), Gyi(ur)) as in (4.8). For notational ease, we shall use AX7 :=

XM =X} Ax] = 2! —a], Ayl o=y —yl, AB,(t) 1= By (t,u}) — By (t,ug), AFy(t) = F,(t, u) —

Fyi(t ue), AGyi == Gyi(up) —Gyi(ur), Ay = @i (y", Bt)—ﬂt(yf, BZ) We have the following expansion
for Awy:

Aw; = —my(Ay;) — (ma(ys) — E°[yt]) + Sule(my (B) — E°[BL). (5-8)

Using the exchangeability, (5.8) and the fact that Z;Vil E [(Kt(Ayf —my(Ay)), Ay )] > 0, we have

N2
E[(AB,; (), Ayj)] = N% S E[(~Ki(Ay! + Awy) + pao(t) Ay, Agd)]
j=1

< —E[pa(t)[ma(Ayo)*] + E[(—(ma(ye) — E°fyf]) + 0als(ma(By) — E°[BL)), (pa(t) — Ke)ma(Agy))].
Lemma 5.1 and Cauchy-Schwarz inequality give
E[(ABy (1), Ayf)] < ~Efpa(t)|ma(Aye) 2] + Cen, E[Jma(Ays) ] .
From Assumption 3.2 (iv), (5.8) and Young’s inequality, we also have
E[(AFy (1), Aaf)] < B[ |Ax]]” + bi(~ma(Ayr) — (ma(y) — Ely;]) + ouls(ma (5) — E°[B{]), Ax])]

’Yg j 12 b% 2 2
<E[-Z|Az] + ~lma( ) | +Cek.
2

2
Since z—; < pZT(t) by Assumption 3.3 (vi), we obtain
2

E[(AB (1), Ayl) + (AF, (1), Axl)] < —'gE[lszP] +C(X, +emE[Ima(Ag,)?] ?). (5.9)
We also have, as a direct result of Assumption 3.2 (iv),
E[(AG:, Ary)] > SE[|Aay[]. (5.10)
On the other hand, It6 formula applied to (Ay{ , Am{ ) gives an equality
[(AG,;,Az))] =E /0 ' [(AByi (t), Ayl) + (AF,; (t), Az])]dt.
Applying (5.9) and (5.10) to the above equality, we obtain, with some constant C,

. T . T 1
E[|AxJT|2+/O \Amﬁth} gC’(g?Vl +5N1/0 E[|m2(Ayt)|2]§dt). (5.11)
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Next, a simple application of It6 formula to \Ayt |2 gives

_ T ‘ ) T ) .
B[1A%*] < B[JAG, [ -2 [ (AR, (), Aut)ds] < CE[|Aci + [ (1A0]] + |Am.))|An|ds]
t t
<CE [|A$ZF|2 —I—/ |Ax{|2dt} + Ce%, + C/ E[|Ay![?]ds,
0 t

where, in the last line, we used exchangeability, (5.8) and Lemma 5.1. Hence, from the backward
Gronwall’s inequality, exchangeability and (5.11), we get

T
sup E[|Ay![?] < Ce}, +C€N1/ ]E[|Ayg|2]%dt
t€[0,7) 0

which gives sup;ejo 7 EHAy{ |2} < Ca?vl by Young’s inequality. This in turn implies, by (5.11),

sup E[|Az]| + [Ay![? + |Aw|?] < Ce},.
te[0,T]

Finally, since AX} = fo p1(t)Awdt, we conclude, for any 1 <i < Nj,1 < j < Ny,

sup E[JAX{]® + |Ax] | + Ayl |* + |Awy|*] < O, (5.12)
tE[O,T]

Form (5.12) and the local Lipschitz continuity of g1, we have
|E[91 X;Z, Y- gl(XT7MT)H
< CE[(1+ | X5| + X5 + Ma(e)) + Ma(ur) + |¢7] + [ ) ([AXE| + Wa (e, )] (5.13)
< CE[|AXG? + Wa(up', pr)?]? < Cen, .
Here, the triangle inequality Wg(ggl,,u,T) < Wg(ggl,u%) + WQ(,LL?l,/,LT) and the fact
1 & .
E[Wa (v, ppt)?] < A S E[IX5F - XE?] = E|AXG?]
k=1

were used. Similar calculation using the local Lipschitz continuity also yields

B [ [ X0l B, B~ £ Xl 5 Bt
0

| 1 (5.14)
S C sup E“AX;F + |A’wt|2 + WQ(H’i\hvut)ﬂ 2 S CvgNl‘
t€(0,7]
The conclusion follows from inequalities (5.13) and (5.14). O

We arrived the last main result of this paper.

Theorem 5.1. Let Assumptions 3.2-3.8 be in force and the ratio 6, < . be kept fired. Then the
equilibrium of the finite-agent market strongly converges to the mean-field equilibrium in the large
population limit of N1 (and hence Ny) — oo in the sense that, for any N1, there exists some positive
constant C' independent of population sizes that satisfies, with en, defined by (5.2),

6) ¢ [ ~ 7] < Cen,
) B [ (1B = B + ol B0 = malod B P < Com,
0

(i) B| sup (1X7 = X[ + o =il + 17~ 3i)] < Cew

H

forany 1 <i< Njpand1l <j < Ns.
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. . .. . ; n,i i i ong o i
Proof. Let us use the same conventions as in Proposition 5.1, i.e., AX} := X;"' — X}, AB; .= "' — B4,

~ E - . . ,' . - 7' . /\]17‘ .
wt = wt(ygaﬁ?%ﬂ-t = Wt(ytlaﬁtl) :Wt(yguﬁ;) and Ath = X;l_th) Ayg = y?J_yguA/B% = ﬁt Z_ﬁz)
Awy := wy — my, ete. Note that, from the results of Propositions 5.1 and 5.2, we have

T . f g
. R VU .
TiE)+E [ [IAXIE + FIARE + SElam i+ FEIAXGE] - Con,

< JH(B™) < Ji(B) < Ti(BY) + Cen,.

This gives (i) and (ii). Since AX} = fg [AB@ + p1(t)Awzy]dt, it is easy to obtain

T
E[ sup |[AX;]?] < CE/ [|ABI? + |Awy|?]dt < Cep,.
te[0,T] 0

Moreover, applying the convexity of go, f5 to the equality
T y . —_— . .
ERAy%, ijTﬂ = E/ [<_AtAy§ + (p2(f') - At)Awta Ayb + <_(8If;(t7 x?J) - aﬁfé(tv xi)) + btAwtv Al‘b} dt’
0
we obtain, with some constant C,
]E[|AxJT|2+/ |A:cg|2dt} < CIE/ [|Awy|* + |Awy||Ay] [] dt.
0 0
Following the same procedures used in Proposition 5.2, it is simple to obtain

T
sup E[|Az]|* + |Ay!|?] < CE/ |Aw|?dt < Cep, .
te[0,T] 0

BDG inequality then provides the desired estimate. O

Remark 5.2. If the law-p dependence in (f1,g1) is just given by its first moment [g, xpu(dx), then
we can replace ey, by 1/+/Ny since the first part of Lemma 5.1 becomes unnecessary. Therefore, in
this case, we have an explicit convergence speed x 1/v/Nj.

Theorem 5.1 tells that the market clearing price wy(yyf, @‘) converges to an FY-adapted process
7 (Yt B\t) This means that the securities prices only respond to the market-wide news and shocks,
which is consistent with our intuition. This also allows each agent, when the population is large
enough, to focus on the market-wide and her own idiosyncratic informations without taking care of
the idiosyncratic informations of the others. Recall the discussion given in Remark 4.2. Therefore,
we can see that an awkward setup with the perfect information with F-adapted controls is effectively
resolved as the population size grows.

6 Conclusion and discussion

In this work, we developed an equilibrium model for price formation in a market composed of coopera-
tive and non-cooperative populations. In the large population limit, we have seen that the problem for
the central planner becomes an extended mean-field control over the FBSDEs of McKean-Vlasov type
with common noise. In addition to the convexity assumptions, if the relative size of the cooperative
population is small enough, then we were able to show the existence of a unique equilibrium for both
the finite-agent and the mean-field models. The strong convergence to the mean-field model was also
proved under the same conditions.

The development of feasible numerical calculation techniques is an important remaining problem.
If we adopt the linear-quadratic setting as a special example, which has a semi-analytic solution, then
we may study how the equilibrium is destabilized as the relative population size d,, of the cooperative
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agents grows. Since, in our model, the control domain A; can be an arbitrary closed convex subset
of R™, we can fix the direction of trade if necessary. This will be useful when we consider a model
of cooperative producers (or buyers) in the background of a large number of competitive agents.
Extensions of the current model for these economic applications deserve further research.
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